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Abstract
Dehumanisation involves the perception and/or treatment of a social group’s members as less than human. This
phenomenon is rarely addressed with computational linguistic techniques. We adapt a recently proposed approach
for English, making it easier to transfer to other languages and to evaluate, introducing a new sentiment resource,
the use of zero-shot cross-lingual valence and arousal detection, and a new method for statistical significance
testing. We then apply it to study attitudes to migration expressed in Slovene newspapers, to examine changes in
the Slovene discourse on migration between the 2015-16 migration crisis following the war in Syria and the 2022-23
period following the war in Ukraine. We find that while this discourse became more negative and more intense over
time, it is less dehumanising when specifically addressing Ukrainian migrants compared to others.
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1. Introduction

Dehumanisation is the perception and/or treat-
ment of a certain social group as if its members
were less than human (Haslam and Stratemeyer,
2016). Negating a shared humanity can lead to
strong ingroup-outgroup dynamics (Arcimaviciene
and Baglama, 2018) and discriminatory behaviors
(Utych, 2018). Dehumanisation and other social
biases are reflected and perpetuated through lan-
guage (Hovy and Prabhumoye, 2021) (i.e., linguis-
tic bias). While linguistic bias can occur in any
modality, this is particularly concerning for text
news articles that reach a large audience.
During the last decade, migration towards the

European Union (EU) has significantly increased
on two occasions. In the wake of conflicts in Syria
in 2015-16, around 1.3m people entered Europe,
and around 7.3m since the Russian invasion of
Ukraine in 2022 (Moise et al., 2023)1. Although
the former crisis was much smaller in scale than
the latter, it was often represented as a threat

* These authors contributed equally.
1The people migrating during these two crises were

not solely from Syria and Ukraine; we refer to the crises
and periods by reference to the locations of their main
triggering reasons (the wars in Syria and Ukraine) rather
than making any assumptions about the origin or ethnic
identity of the people affected.

to European security (Prideaux de Lacy, 2023),
while migration from Ukraine was presented in a
more welcoming light (e.g., Dražanová and Ged-
des, 2022; Koppel and Jakobson, 2023; Tomczak-
Boczko et al., 2023; Zawadzka-Paluektau, 2023).
Such differences in the discourse on migration
from Syria and Ukraine are often accredited to the
higher perceived similarity between “us” (typically,
EU member state citizens) and the Ukrainian peo-
ple (Bayoumi, 2022; Paré, 2022).
Natural language processing (NLP) methods of-

fer an efficient means to explore relevant phe-
nomena including linguistic biases (e.g. Bolukbasi
et al., 2016), and dehumanisation (Mendelsohn
et al., 2020, discussed in detail below). These de-
velopments are further driven by pre-trained large
language models (LLMs) such as BERT (Devlin
et al., 2019), GPT-3 (Brown et al., 2020), and
XLMR (Conneau and Lample, 2019). Trained on
large datasets, LLMs can successfully capture lan-
guage structure, and generalise well from few or
no examples (Brown et al., 2020; Wei et al., 2022;
Kojima et al., 2022), making them well-suited for
knowledge transfer in low-resource settings (in our
case, the Slovene language), if task-specific data
from high-resourced languages is available.
Our objective is to characterise changes in

Slovenian public attitudes towards migrants, as
presented in news, between the Syria and Ukraine



migration crisis periods; and for the latter period, to
describe differences in attitudes to Ukrainian and
other migrants. To do so, we analyse a corpus of
news articles published during these two periods
using validated computational methods, here ex-
tended and adapted to Slovene. We expect to find
the following trends:

• H1a) attitudes towards migrants became
more positive/intense during the Ukraine pe-
riod compared to the Syria period;

• H1b) dehumanising language was more
prevalent in the Syria period than the Ukraine
period;

• H2a) attitudes towards Ukrainian migrants
were more positive/intense than those to-
wards non-Ukrainian migrants; and

• H2b) dehumanising language was more
prevalent in discourse about non-Ukrainian
migrants than Ukrainian migrants.

Our main contributions are: 1) adapted com-
putational techniques for analysing dehumanising
discourse in Slovene, a less-resourced European
language; 2) new public resources, including key-
word lists for moral disgust and vermin concepts,
and a Valence, Arousal andDominance (VAD) sen-
timent lexicon for Slovene; 3) a new method using
anchor vectors and the Kolmogorov–Smirnov test
to measure significance of differences in cosine
similarities between corpora; 4) an exploration of
dehumanisation towards migrants during the Syria
and Ukraine migration crises.
This paper is structured as follows. Section 2

addresses related work. Section 3 introduces our
data and tools. Section 4 describes the methods
and experimental setup. Results are presented in
Sections 5 and 6, and discussed, along with con-
clusion and future work, in Section 7.

2. Related work

While social biases have been widely studied us-
ing NLP techniques (Liang et al., 2021), dehu-
manisation has only rarely been addressed (Wie-
gand et al., 2021), perhaps because it is challeng-
ing to measure it directly (He et al., 2022). How-
ever, Mendelsohn et al. (2020) presented an ap-
proach based on five characterizing dehumanisa-
tion components (Haslam, 2006): negative evalu-
ation of the target group; denial of agency; moral
disgust; likening the target group to something
non-human; and psychological distancing and de-
nial of subjectivity. They measured the first two
using sentiment detection: employing a lexicon-
based approach (Mohammad, 2018) and conno-
tation frames (Rashkin et al., 2015), they mea-
sured valence and dominance, which, together

with arousal (i.e., VAD), are considered the three
most important dimensions of sentiment (Osgood
et al., 1957). Valence represents the continuum
between pleasure and displeasure, arousal be-
tween engaging and non-engaging, and domi-
nance between control and submission of the ex-
periencer of an affective state (Russell and Mehra-
bian, 1977). To measure the second two elements
of dehumanisation, moral disgust and metapho-
risation through non-human concepts, Mendel-
sohn et al. (2020) employed distributional seman-
tic methods: they measured the cosine similar-
ity of the target group to the concepts of moral
disgust and vermin, showing that this can cap-
ture interpretable patterns in the discourse on the
LGBTQIA+ community in the NewYork Times; and
compared different time periods by constructing
and analysing a separate word embedding space
for each one. In this study, we build on their work
by modifying and applying it to the discourse on
migration in Slovene.
The discourse on migration frequently ex-

presses an “us” and “them” dichotomy (Vezovnik,
2018; van Dijk, 2018; Chitrakar, 2020) and por-
traysmigrants as a threat. Migration narratives are
also known for their persistent use of mechanistic
and animalistic metaphors, equating migrants to
water, animals, or commodities (Taylor, 2021). Re-
cent studies found verminmetaphors to be particu-
larly dominant in anti-immigration online discourse
(Šori and Vehovar, 2022).

3. Data and resources

We base our approach on that of Mendelsohn
et al. (2020), but address some shortcomings—
such as the lack of an arousal analysis and the use
of only lexicon-based sentiment analysis—and ex-
tend their work in a number of ways. Specifically,
we add arousal analysis and neural models for
valence and arousal analysis (the latter aims to
compensate for the possible shortcomings of the
lexicon-based approach, as addressed in Section
3.2.4); introduce a novel inferential anchoring pro-
cedure allowing comparison of any two corpora
with a shared vocabulary, without the need for vec-
tor spaces to be explicitly aligned or share param-
eters/dimensions; apply the framework to a less-
resourced language and a new domain; and, via
the novel inferential procedure and cross-lingual
valence-arousal model, make it significantly eas-
ier to transfer to new datasets.
We first introduce the corpora used in Sec-

tion 3.1. In Section 3.2, we explain the construc-
tion of the embeddings model, the construction of
the term lists and their concept vectors, and we
provide the details of the tools and models used
for sentiment analysis.



3.1. Corpora

We use two corpora of Slovene news, each cor-
responding to a large-scale migration time period.
Both corpora were obtained by one of Slovenia’s
largest media monitoring companies, and con-
structed by selecting news articles from the online
publications of 29 Slovene media outlets. The first
corpus (Csyr) contains articles published following
the war in Syria and the subsequent migration from
August 2015 to April 2016, and the second corpus
(Cukr) contains articles published during the war
in Ukraine from February 2022 to March 2023.
The corpora were constructed by selecting arti-

cles including the following migration-related key-
words: begunec*, begunc*, begunk*, beguns*, mi-
gracij*,migrant*, imigra*, prebežni*, pribežni*, pre-
bežni*, and azil*. These are unbiased, almost
synonymous terms corresponding to the concepts
of migrant and refugee in English. They were
taken from a larger list of migration-related key-
words used in previous studies on Slovene (e.g.
Evkoski and Pollak, 2023), with only the most gen-
eral terms selected (avoiding, e.g., terms referring
to specific nationalities and more loaded terms).
We report descriptive statistics in Table 1.

Statistic Cukr Csyr

documents 8 470 8 556
sentences 311 185 338 759
paragraphs 137 164 132 934
total words 8 785 219 8 282 229
unique words 237 622 189 512
total lemmas 8 785 907 8 282 481
unique lemmas 100 895 77 927
words per doc. 1 037.22 968.00
words per sent. 28.23 24.45
word per par. 92.19 106.95

Table 1: Dataset statistics.

Note that the two corpora do not contain news
only pertaining to migrants from Syria and Ukraine.
In particular, inCukr, almost half (49.8%) of the arti-
cles do not contain mentions of Ukraine or Ukraini-
ans. For this reason, we further split Cukr into sub-
corpora of paragraphs (defined as text surrounded
by /n/n) mentioning Ukraine (Sukr) and paragraphs
not mentioning Ukraine (Soth), and our analyses in-
clude comparisons on the corpus and subcorpus
levels.

3.2. Analysis Tools

The application of Mendelsohn et al. (2020)’s
method requires the use of a word embedding
model, vector representations of selected con-
cepts, and a method to infer sentiment. For the
latter, we investigate both lexicon- and classifier-
based methods.

3.2.1. Static Embeddings

To build a static word embedding model, we first
pre-process the corpora to remove titles, and seg-
ment text into paragraphs, following Mendelsohn
et al. (2020). We then apply the CLASSLA tools for
South Slavic languages (Ljubešić and Dobrovoljc,
2019) for tokenisation and lemmatisation, followed
by training a Word2Vec model (Mikolov et al.,
2013) for each (sub)corpus. To allow for direct
comparison of vector spaces, we align the neigh-
bourhoods of the individual models (following Kim
et al., 2014) by initialising them from the unlemma-
tised kontekst.io pre-trained model for Slovene.2
We therefore lemmatise the words in that vocab-
ulary using the word-based LemmaGen3 lemma-
tiser (Juršic et al., 2010) and average the embed-
dings of any repeated lemmas. This reduces our
vocabulary by c.58% from 572,261 word forms to
242,262 lemmas. We train distinct models on the
sentences for each corpus Csyr and Cukr. Next,
we train a model for each subcorpus Sukr and Soth.
Only sentences containing more than two words
are considered. We set the min-count to 1 and
train the model for 50 epochs.

3.2.2. Concept vector construction

We introduce three concept lists that are used
to construct the concept embedding vectors, em-
ployed in the cosine similarity-based analyses de-
scribed in Section 4.1.

Migrant terms To select the words forming the
migrant vector (MV) representing the concept of
migrant in the embedding space(s), we start from
the list of search terms used to construct the cor-
pora and derive their lemmas (e.g., the search
term migrant* can capture three lemmas, mascu-
line noun migrant, feminine noun migrantka, and
adjectivemigrantski). For our final concept list, we
exclude feminine forms as these are rarely present
in the corpora and nearly exclusively used in Cukr.
We also exclude migration-related adjectives and
abstract nouns, because these are likely to refer
to non-human migration, and can also be used
in inherently dehumanising syntagms such as ‘mi-
grantski val’ (migrant wave). The final list of the
words for the MV is:

(1) migrant, imigrant, begunec, azilant, prebežnik,
pribežnik. (English: migrant, immigrant, refugee,
asylee, fugitive, escapee).

2https://kontekst.io/

https://kontekst.io/


Moral disgust terms For the moral disgust vec-
tor (DV), we translate and further select (based on
term-frequency analysis) terms identified by Gra-
ham et al. (2009). Because of the Covid-19 epi-
demic and the possible effects of its occurrence on
the semantics of the models, we exclude disease-
related terms. The final list of 76 terms for the DV
includes, among others:

(2) skrunstvo, nečist, zamazanost, prostitut, grešnica,
nezmeren (English: desecration, unclean, filthi-
ness, prostitute, sinner, intemperate)

The complete list of moral disgust terms is avail-
able in Appendix A.

Vermin terms Vermin metaphors are a preva-
lent feature of dehumanising, exclusionary, and
racist discourse, and act as the dominant
metaphor in offensive anti-immigrant comments
(Šori and Vehovar, 2022). We thus also measure
dehumanisation through this particular metaphor.
To later construct a vermin concept vector (VV), we
collect vermin-related terms by translating the list
of terms used by Mendelsohn et al. (2020), based
on previous metaphor studies. Our final list of
terms is:

(3) golazen, žužek, roj, termit, parazit, zajedavec, glo-
davec, miš, vampir, kobilica, ščurek, gnida, uš,
pršica, bolha, pijavka, podgana, krvoses, osa,
škodljivec, mravlja, komar, žuželka (English: ver-
min, bug, swarm, termite, parasite, rodent,mouse,
bloodsucker /vampire, locust, cockroach, louse
egg, louse, mite, flea, leech, rat, bloodsucker,
wasp, pest, ant, mosquito, insect).

Concept vector construction Based on these
concept lists, we build MV, DV, and VV by taking
the average of individual word vectors weighted by
their frequency in the corpora.

3.2.3. Slovene Valence, Arousal and
Dominance Lexicon

For Slovene, there is no VAD lexicon compara-
ble to the NRC English VAD (Mohammad, 2018)
used by Mendelsohn et al. (2020). To replicate
their valence and dominance analysis, we there-
fore adapt the English lexicon to Slovene. First, we
take the Slovene part of the LiLaH lexicon (Daele-
mans et al., 2020), a manually validated transla-
tion of the NRC Emotion lexicon (Mohammad and
Turney, 2013, 2010) containing c.14,000 words
with binary values for positive/negative sentiment
and 8 basic emotions; for these, we map the En-
glish VAD scores directly. We then extend this
with 5,931 entries not present in LiLaH, translating

them using sloWNet (Fišer, 2015). If no mapping
is found, we retain the translation in the machine-
translated Slovenian version of the NRC-VAD lex-
icon. The final resource3 contains 19,998 entries
with real-valued VAD scores and binary values of
sentiment and emotion association.

3.2.4. Zero-shot Cross-Lingual VA Detection

While the lexicon-based approach above is likely
to have high precision, it may have low recall, par-
ticularly given the transfer to Slovene. Further-
more, it does not capture contextual cues such as
word sense, part of speech, and negation (Moham-
mad, 2020). We therefore also use a machine-
learning-based approach; given the lack of rele-
vant resources in Slovene, we derive this via cross-
lingual transfer of an existing model. Mendes
andMartins (2023) provide VADmodels fine-tuned
on 34 datasets from 18 languages (not includ-
ing Slovene). They investigated three custom
losses—Mean Square Error, CCCL, and robust
loss—to leverage effective learning through the
datasets and RoBERTa family models. The best-
performing model was XLM-Roberta-large (Con-
neau and Lample, 2019). The model check-
point was made available by the authors. We
use HuggingFace (Wolf et al., 2020) to infer with
the paragraph-level inputs to provide Valence and
Arousal (VA). We apply this in a zero-shot cross-
lingual transfer setting; although the fine-tuning for
VA output used no Slovene data, the underlying
multilingual language model includes Slovene.

4. Methods

We describe changes in dehumanising attitudes
towards migrants expressed in different subcor-
pora using two methodologies, one based on
Word2Vec vector space similarities (Section 4.1)
and the other on sentiment analysis (Section 4.2).

4.1. Vector-based similarity analysis
We use our Word2Vec embeddings (see Sec-
tion 3.2.1 above) to analyse the differences in the
latent representation of the concept of migrant be-
tween the corpora.

4.1.1. Nearest neighbour analysis

In each (sub)corpus, we first extract the top k near-
est neighbours (NN) for theMV (see Section 3.2.2),
excluding words with the same root as the words
used to construct MV. This allows for qualitative in-
spection of terms (see Section 5.1.1) and functions

3The lexicon is publicly available via CLARIN.SI at
http://hdl.handle.net/11356/1875.
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as input for the sentiment analysis of the corpus-
specific NNs lists (see Section 4.2.2).

4.1.2. Similarity of migrants to moral disgust
and vermin vectors

We compare the cosine similarities (CS) of the con-
cept pairs MV-DV and MV-VV in each subcorpus,
and perform a statistical test to assess the signifi-
cance of the differences in distributions.

Moral disgust Following Mendelsohn et al.
(2020), we assess whether migrants are described
with greater or lesser degrees of moral disgust in
two corpora by comparing the MV-DV similarity;
we do this between the two corpora Cukr and Csyr,
and between the two subcorpora Sukr and Soth.

Dehumanising metaphors analysis Similarly,
we assess the change in the use of dehumanising
metaphorical language by comparing the MV-VV
similarity; again we compare both Cukr vs. Csyr

and Sukr vs. Soth.

Anchoring Kolmogorov-Smirnov test for com-
parison of neighbourhoods To assess whether
the difference between corpora in MV-DV or MV-
VV similarity is statistically significant, we develop
and apply the following novel anchoring procedure,
which can be applied without relying on exact align-
ments between embedding spaces.
First, we take a selection S of 1000 random

words wi from the common vocabulary of the
two corpora. Next, we use the MV and DV/VV
as anchors v, denoted by vmv and vdv, and cal-
culate their distance to each randomly selected
word wi of S as d(wi, v) = cos(wi, v), obtain-
ing two vectors that represent each of the two
anchors as their distance to each word in S:
amv = [d(w1, vmv), d(w2, vmv), . . . , d(wN , vmv)],
adv = [d(w1, vdv), d(w2, vdv), . . . , d(wN , vdv)]. We
then calculate the distance between these two an-
chor vectors as d = amv − adv.
We repeat this process for the two corpora

to obtain two sets of distances between the an-
chors, dcorpus1 and dcorpus2. Finally, we apply the
Kolmogorov-Smirnov test to assess if dcorpus1 and
dcorpus2 originated from the same distribution or
not, i.e., represent the semantic similarities be-
tween the MV and DV/VV as the same or not. We
use a conventional α=0.05 to draw inferences.

4.2. Sentiment analysis

We use two approaches to analyse the differences
in the sentiment expressed in the corpora.

4.2.1. Lexicon and transformer approaches

We apply the lexicon and zero-shot multilingual VA
models introduced in Section 3. We obtain senti-
ment scores expressing valence and arousal lev-
els on a scale from 0 to 1 for each paragraph in
two ways. Following Mendelsohn et al. (2020),
we use our adapted Slovene VAD lexicon to cal-
culate the score of a paragraph by taking the av-
erage score over words; here, for each valence
and arousal. Due to the highly inflectional na-
ture of the Slovene language, we use the lem-
matised version of the corpus. We also employ
the ML-based model presented in Section 3.2.4.
In this approach, VA scores for each paragraph
are predicted from the unlemmatised text. In the
initial comparison of the two approaches, we ex-
clude paragraphs with less than 20% coverage by
the NRC lexicon and paragraphs of 15 or fewer
words and 500 or more words. We also perform
a qualitative analysis of the 20 paragraphs with
the highest and lowest scores, to determine which
method captures paragraph-level sentiment more
successfully.

4.2.2. Hypothesis testing

Paragraph-level VA analysis To highlight the
variations in the attitudes reflected in news reports
across the two selected time periods, and between
Ukrainian and non-Ukrainian migrants in the sec-
ond period, we analyse valence and arousal on the
paragraph level. We only include paragraphs be-
tween 15 and 500 words, with at least five unique
words and at least one of the migrant terms (see
Section 3.2.2). We compare the VA scores from
the method that most accurately describes senti-
ment according to our qualitative analysis.

Nearest neighbour VAD analysis We also look
at sentiment on a word level. In each subcorpus,
we first extract the top k nearest neighbours (NNs)
of the MV, disregarding words with the same root
as the terms used to construct MV. We compare
the 20 NNs of the MV across corpora both qualita-
tively and quantitatively—the latter, by comparing
the sentiment scores (valence, arousal, and domi-
nance) of the 500 NNs using the NRC lexicon.

Bayesian Hypothesis Testing We apply
Bayesian Hypothesis Testing to assess the differ-
ence between distributions of VA scores of para-
graphs and NN. For each comparison, we adopt
normally distributed priors N (µ = 0.5, σ2 = 0.25).
We assume that the standard deviation of the
data is a half-normal distribution with σ2=0.25 and
model the data as truncated normal distributions
since sentiment scores are defined in [0, 1]. We
use Markov Chain Monte Carlo sampling, drawing



5,000 samples from the posterior distributions
after an initial tuning phase of 1,000 samples. We
assess modelled probabilities of the difference in
means, effect sizes, and credible intervals (CI).

5. Results: Syria and Ukraine
periods

In this section, we present our comparison of Cukr

and Csyr.

5.1. Vector-based similarity analysis

5.1.1. Nearest neighbours analysis

We qualitatively analyse the top 20 NNs of each
of the Csyr and Cukr MVs. The top NNs show a
very similar pattern, including človek, tujec, oseba,
prišlek, prosilec (English: human, foreigner, per-
son, newcomer, applicant). However, while the
NNs of MV in Csyr contain country names, unique
human concepts appear closer to the Cukr vector,
such as sirota, pacient, ilegalec, bolnik, družina
(English: orphan, patient, illegal, patient, family),
but also a non-human concept, žival (animal).

5.1.2. Similarity of migrants to moral disgust
and vermin vectors

Moral disgust TheMV-DVCS inCsyr (-0.036) is
lower than in Cukr (0.033). This difference is sta-
tistically significant (k=.072, p.011), indicating that
migrant becomes semantically closer to moral dis-
gust in the Ukraine period, which implies a rising
trend of migrant dehumanisation. This differs from
the hypothesised direction (H1b).

Dehumanising metaphors analysis The MV-
VV similarity in Cukr (.100) is higher than in
Csyr (.064). This difference is significant (k=.122,
p<.001). Similarly to moral disgust, this indicates
that the representation of migrants through vermin-
related dehumanising metaphors increases in the
Ukraine period, again contrary to hypothesis H1b.

5.2. Sentiment analysis
In Section 5.2.1, we describe the quantitative and
qualitative comparisons of the two sentiment de-
tection approaches. This allows us to select the
approach to be used for sentiment analysis and
statistical testing of results, as presented in Sec-
tions 5.2.2 and 6.2.2.

5.2.1. Lexicon and transformer approaches

Quantitative comparison of VA methods To
compare the two sentiment detection approaches
(VAD lexicon and pre-trained cross-lingual model),

we first compare the overall distributions of VA
scores of paragraphs as assessed by the two ap-
proaches. As illustrated by Figure 1, we note that
the valence score distributions obtained using the
pre-trained model are wider than the distribution
obtained using the lexicon. A similar distribution is
observed for arousal scores. The difference in dis-
tributions indicates that the scores obtained by the
model capture the sentiment expressed in para-
graphs in a more fine-grained manner, while the
lexicon-based scores all converge around some
average score. This global view of VA distributions
promotes the use of the pre-trainedmodel over the
use of the lexicon.

Figure 1: Distributions of valence scores for Csyr

and Cukr according to the lexicon approach (A)
and the transformer model (B).

Qualitative analysis of VA methods To evalu-
ate the valence scores obtained by the two meth-
ods, we also manually evaluate 20 paragraphs per
subcorpus, including the top-10 with the highest
valence and the top-10 with the lowest valence
for each of the two approaches. The evaluation
is conducted by a Slovene native speaker. They
address two aspects of sentiment. In the first
step, they assess whether the analysed paragraph
presents a positive, negative, or neutral attitude to-
wards migrants (aspect-based sentiment); in the
second step, whether the overall sentiment of the
paragraph is positive, negative, or neutral (general
sentiment).
Overall, the qualitative evaluation of the highest-

valenced (i.e., most positive) paragraphs indi-
cates that both approaches perform well (specif-
ically, paragraphs with a positive valence to-
wards migrants using the lexicon approach: 14/20;
paragraphs with a positive valence towards mi-
grants using the crosslingual XLMRoberta ap-
proach: 20/20). A common theme in these para-
graphs is the expression of support, empathy, and
solidarity towards migrants, as shown in Exam-



ple 1.

Example 1: To so torej obrazi ljudi, prostovoljcev, ki
nesebično pomagajo beguncem iz dneva v dan in jim
s tem vlivajo upanje v nov in boljši jutri. ‘So these
are the faces of people, volunteers, who selflessly help
refugees day by day, giving them hope for a new and
better tomorrow.’

In the qualitative analysis of paragraphs with the
lowest valence, the picture is a little less clear.
Only 9 out of 20 and 7 out of 20 paragraphs for the
lexicon-based and model-based methods, respec-
tively, are actually negative towards migrants. In
these, a prominent common theme is crimes com-
mitted by migrants, including passages that depict
migrants in an animalistic manner, arguing for their
lack of respect for property, cleanliness, and order.
On the other hand, many of the most nega-

tive paragraphs do not necessarily communicate a
negative, dehumanising attitude towards migrants.
In 3 out of 20 and 7 out of 20 for the lexicon-
based and model-based approach, respectively,
a common theme is the bad conditions and poor
treatment of migrants, and the causes of migra-
tion which use negatively-valenced words such as
vojna, slabo, izgubiti, trpljenje (English: war, bad,
to lose, suffering). While the topics or events de-
scribed by the paragraphs are indeed negative,
they still communicate a positive attitude towards
migrants, accompanied by expressions of support,
empathy, and solidarity towards them.
Although the manual sentiment annotation re-

vealed that migrants are not necessarily negatively
evaluated in negatively valenced paragraphs, we
find a general trend concerning the dehumanis-
ing treatment of migrants. Specifically, while the
language is not used to directly dehumanise mi-
grants, it often describes the inhumane and de-
grading conditions they experience. Our qual-
itative analysis shows that neither resource ac-
curately captures sentiment expressed towards
migrants; however, the neural-model-based ap-
proach better captures general sentiment by ac-
counting for the wider context. For these reasons,
we use the model predictions in all our subsequent
analyses.

5.2.2. Hypothesis testing

Paragraph-level VA analysis Hypothesis H1a
predicts that news about migrants is more positive
and more intense in the Ukraine period compared
to the Syria period, meaning higher valence and
arousal scores in Cukr than in Csyr. This predic-
tion is not borne out with regard to valence: by
a small margin of .002, valence in Cukr is lower
(mean=.446, sd=.108) than in Csyr (mean=.449,
sd=.089). We find weak evidence that this dif-
ference reflects a true population difference, with

a probability of .02, a CI close to zero (-.005, -
.000), and a posterior Cohen’s d of -.024 (CI: -
.048, -.001). However, arousal is higher in Cukr

(mean=.480, sd=.054) than in Csyr (mean=.466,
sd=.056) by .013. We find strong evidence that
this reflects a robust population difference with a
probability of 1.00 (CI: .012, .015) and a posterior
Cohen’s d of .245 (CI: .223, .267).

Nearest neighbours VAD analysis We com-
pare the sentiment scores between the 500 NNs
of the MV in Cukr and Csyr corpora. The NRC lexi-
con provides only limited coverage of the NNs lists;
for the Cukr corpus, only 22.8% of the words are
in the NRC lexicon, and for Csyr, only 26.4%.

• Valence - The NNs of the Cukr MV are higher
in valence (mean=.145, sd=.073) than those
of the Csyr MV (mean=.134, sd=.065) by .010.
We find no evidence that this reflects a true
population difference, with a high probability
of .73, but the CI for this parameter straddling
zero (-.018, .032; Posterior Cohen’s d: .097
with CI: -.234, .409)

• Arousal - The NNs of the Cukr MV
(mean=.125, sd=.046) are higher in arousal
than those of the Csyr MV (mean=.107,
sd=.046) by .018. We find evidence that this
reflects a true population difference, with a
high probability 1.00 (CI: .006, .033) and a
posterior Cohen’s d: .399 (CI: .132, .666)

• Dominance - The NNs of the Cukr MV
(mean=.134, sd=.055) are higher in domi-
nance than those of the Csyr MV (mean=.121,
sd=.054) by .013. We find no evidence that
this reflects a true population difference, with
a high probability at .95 but a CI that straddles
zero (-.002, .030) and a posterior Cohen’s d:
.239 (CI: -.040, .512).

6. Results: Ukraine sub-corpora

In this section, we present our comparison of
the subcorpora of news articles produced during
the Ukrainian migration crisis—including, respec-
tively, articles mentioning (Sukr) and not mention-
ing (Soth) Ukraine.

6.1. Vector-based similarity analysis

6.1.1. Nearest neighbours analysis

The top 10 NNs of the two MVs in Sukr and Soth

have slightly different orders of similarity. We first
ensure that each subcorpus corresponds to a dif-
ferent nationality group by verifying that Ukrainian
appears only in the Sukr MV neighbourhood and
Kurd appears only in the Soth MV neighbourhood.



Second, while the first two NNs of MV in Sukr are
človek (human) and prosilec (applicant), the terms
closer to MV in Soth are priseljenec (immigrant,
settler) and tujec (foreigner), implying that media
frames Ukrainian migrants as less foreign or alien
compared to other nationalities. Moreover, NNs
of MV in Sukr present a higher number of human
roles (e.g., otrok, sirota, učenec, študent; English:
child, orphan, pupil, citizen, student), while NNs
of MV in Soth include more impersonal roles pot-
nik, civilist, ilegalec (passenger /traveler, civilian, il-
legal). However, the top 10 NNs of the Sukr MV do
include a very dehumanising term: žival (animal).

6.1.2. Similarity of migrants to moral disgust
and vermin vectors

Moral disgust The MV-DV CS in Soth (.068) is
larger than in Sukr (.038). This difference is sig-
nificant (k=.095, p<.001). This result indicates
that news articles published during the period of
the war in Ukraine communicate less moral dis-
gust when they address Ukrainian migrants com-
pared to when they address migrants of other
nationalities—as hypothesised (H2b).

Dehumanising metaphors analysis The MV-
VV CS in Soth (.056) is smaller than in Sukr (.162).
This is a non-significant difference (k=.05, p=.164),
pointing in the opposite direction fromwhat was hy-
pothesised (H2b). Namely, we found no evidence
to support the hypothesis that Ukrainian migrants
are less associated to dehumanising metaphors
than migrants of other nationalities.

6.2. Sentiment analysis

6.2.1. Lexicon and zero-shot approaches

Based on our findings in 5.2.1, we use the pre-
trained transformer model to analyse sentiment in
Sukr and Soth and omit the lexicon-based results.

6.2.2. Hypothesis testing

Paragraph-level VA analysis Within Cukr, we
find that the paragraphs in Sukr have a higher
valence (mean=.469, sd=.108) than in Soth

(mean=.432, sd=.106) by .036. We also find
strong evidence that this reflects a population dif-
ference, with the probability of the two means be-
ing different at 1.00 (CI: .032, .040) and a poste-
rior Cohen’s d of .335 (CI: .295, .373). The results
support our hypothesis H2a, i.e., that attitudes to-
wards Ukrainian migrants are more positive and
intense than those towards other nationalities.

Nearest neighbours VAD analysis We com-
pare the valence scores between the 500 NNs of

the MV in Sukr and Soth. As in section 5.2.2, the
lexicon provides only limited coverage: only 34.4%
of the words from Sukr and 19.6% of the words
from Soth are present in the NRC lexicon. Our anal-
yses show that the NNs of Sukr MV are higher in
valence and dominance and lower in arousal than
those of Soth MV. However, as in Section 5.2.2,
our statistical tests find no notable difference be-
tween the two sub-corpora in any of the three sen-
timent dimensions.

7. Discussion and Conclusion

We extend the framework of Mendelsohn et al.
(2020) and apply it to the investigation of dehu-
manisation of migrants in Slovene news articles
in the periods of the 2015-16 and the 2022-23 mi-
gration crises. Specifically, we extend their work
in the following innovative ways: adding arousal
analysis to the original valence-only approach; us-
ing neural models for valence and arousal (instead
of solely lexicon-based approaches); introducing
a novel inferential anchoring procedure allowing
comparison of any two corpora with shared vocab-
ulary, without the need for vector spaces to be
explicitly aligned or share parameters/dimensions;
applying the method to a less-resourced language
and a new domain; and, via the novel inferen-
tial procedure and cross-lingual valence-arousal
model, making the method significantly easier to
transfer to new datasets.
Our analysis of linguistic correlates of dehuman-

isation in the news articles from Syria (Csyr) and
Ukraine (Cukr) periods show the following. Con-
cerning hypothesis H1a (“attitudes towards mi-
grants became more positive/intense during the
Ukraine period compared to the Syria period”),
contrary to our expectations, valence appears to
be significantly higher in Csyr; this is supported
by the paragraph-level but not by the NNs valence
analysis, as the latter did not show any significant
differences across corpora. However, the arousal
appears to be higher for Cukr, in line with the
part of H1a concerning intensity; this is supported
by both the paragraph-level and the NNs arousal
analysis. We interpret this pattern as tentative evi-
dence that attitudes towards migrants expressed
in news articles have become less positive and
more intense during the Ukrainian period.
When looking closer at Cukr, we observe that

valence and arousal are both significantly higher
in paragraphs that mention Ukraine (Sukr) than in
paragraphs that do not (Soth), as put forward by
our hypothesis H2a (“attitudes towards Ukrainian
migrants were more positive/intense than those to-
wards non-Ukrainian migrants”).
We also observe that the mean valence of Soth

is lower than that of Csyr (.432 and .449 respec-



tively), which is somewhat contrary to the conclu-
sions of Moise et al. (2023): namely, that positive
attitudes to migrants from Ukraine “spill over” to
attitudes to migrants from other origins.
The hypotheses H1b) (“dehumanising language

was more prevalent in the Syria period compared
to the Ukraine period”) and H2b) (“dehumanising
language was more prevalent in discourse about
non-Ukrainian migrants than Ukrainian migrants”)
are analysed from three perspectives. First, in
terms of Denial of agency, the NNs dominance
analysis does not find any statistically significant
difference in any of our corpora, meaning that
we do not detect any difference in the degree to
which the agency of migrants was denied. How-
ever, as Mendelsohn et al. (2020) also pointed
out, this measure of denial of agency is limited
in that it does not capture sentence-level informa-
tion about whose agency is being denied/affirmed.
This method may thus be insufficient to detect this
aspect of dehumanising language use. Next, in
terms of Moral disgust, contrary to H1b), the con-
cept of migrant appears to be closer to the con-
cept of moral disgust in Cukr. However, our anal-
yses on the Ukrainian period sub-corpora confirm
H2b), as the concept of migrant is closer to the
concept of moral disgust in Soth. Concerning De-
humanising metaphor, contrarily to our expecta-
tions (H1b), the concept of vermin is closer to the
concept of migrant in Cukr. The higher level of de-
humanisation in the later analysed period might
relate to increased migratory movements and a
context of a general crisis of the EU (Bello, 2022).
At the same time, Schmidt-Catran and Czymara
(2023) argue that higher migratory influxes are not
related to a more negative perception of migrants,
unlike exclusionary discourses by political elites
that are influencing negative attitudes. The results
concerning Soth and Sukr, although not statistically
significant, showed a tendency in the direction op-
posite to what was formulated in H2b, suggesting
that the concept of vermin is closer to migrants
from Ukraine.
In conclusion, our results show that while news

discourse seems to dehumanise migrants more
and more, it does so in a selective way. While
the general trend of greater dehumanisation holds
for migrants in general, Ukrainian migrants are
dehumanised to a lesser extent than other mi-
grants. This confirms previous studies’ findings
(e.g., Dražanová and Geddes 2022), supporting
that we perceive and treat Ukrainians differently
than other migrants due to their higher perceived
similarity to “us” (Bayoumi, 2022; Paré, 2022).
In future work, we plan to investigate target-

based sentiment analysis. Additionally, we aim
to investigate differences in the discourse around
different terms; in the context of immigration, for

example, Zawadzka-Paluektau (2023) focused on
the terms refugee and (im)migrant, finding the
latter “less legitimising”. Finally, we will apply
the dehumanisation analysis framework to investi-
gate the differences between different newspaper
sources.

Data Availability

The resources, i.e., the list of terms used to build
concept vectors and the Slovenian emotion and
VAD lexicon, are made available, respectively, in
Appendix A and on CLARIN.SI.
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This paper addresses the dehumanisation of mi-
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