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ABSTRACT 
We present a perceptually motivated, real-time hearing loss simulation for use in audio production. The 

implementation builds on a previous simulation, but is now real-time, low latency, and available as a stereo audio 

effect plug-in with more accurate modelling of hearing loss. It offers the option of isolating and customizing high 

frequency threshold attenuations on each ear, corresponding to the audiogram information. The simulation also 

provides the option of incorporating additional suprathreshold effects such as spectral smearing, rapid loudness 

growth and loss of temporal resolution on audio. The underlying psychoacoustic principles are described, and 

results are presented to show the simulation’s performance. 

1 Introduction 

Hearing loss simulations have been useful tools in 

psychoacoustic and audiological research throughout 

literature [1], since they can provide an easy way of 

reproducing and assessing the different effects of 

hearing loss on normal hearing listeners, as well as 

evaluating the efficiency of different methods for 

audio enhancement [2]. However, their use in audio 

production to this day appears to be limited.   

This paper investigates the use of a real-time, 

customizable hearing loss simulation, in the form of 

a stereo audio plugin effect, for easier incorporation 

into audio production, as a referencing and analysis 

tool. The simulation aims to reproduce four 

perceptual aspects of hearing loss, as described in 

psychoacoustic research models of auditory 

perception, by utilising data and existing methods of 

simulation found in literature. Details on the design 

and implementation of the four modules comprising 

the simulation, as well as results showcasing the 

simulation’s performance, are provided in the 

following sections.  

2 Background 

Hearing loss is a high prevalence global phenomenon, 

with approximately 466 million people worldwide 

suffering from disabling loss, and an estimated 

increase to 900 million by the year 2050[3]. Causes 

of hearing loss include genetics, diseases, medication, 

trauma and deterioration due to ageing, while it is 

currently estimated that 1.1 billion people of younger 

age are at risk of developing hearing loss, due to 

excessive sound level exposure in recreational 

settings. Daily and multi-hour use of personal 

listening devices further contributes to this risk [3], 

[4], [5].  

Hearing loss can severely impact the daily life of an 

individual, causing both functional and emotional 

difficulties and affecting their overall quality of life, 

thus making research efforts towards a better 

understanding of its physical and perceptual 

characteristics, as well as the development of new and 

efficient methods for audio enhancement, an essential 

endeavor for the future [6], [7], [8], [9].  
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Hearing loss simulations have been used in 

psychoacoustic and audiological research studies [1], 

[10],[13], in order to provide researchers with a useful 

tool when exploring the perceptual aspects of hearing 

loss. Using normal hearing listeners with simulated 

hearing loss is an established way of assessing 

performance and quality perception differences. This 

way researchers can use performance comparisons 

between simulated and real hearing losses in order to 

further assess suprathreshold auditory deficiencies—

something otherwise reliant only on physical 

differences between healthy and impacted listeners—

as well as the affected individual’s own experience.  

Hearing loss simulations can also reduce the need for 

recruiting listeners with actual loss, thus facilitating a 

greater number of studies, by limiting the necessity 

for potentially difficult-to-access participants. 

Simulations could also provide a useful audio quality 

analysis and evaluation tool in audio production and 

enhancement, especially when assessing audio clarity 

and intelligibility for audiences with hearing loss, by 

evaluating the output of the simulation, either using 

existing objective audio and speech quality metrics 

(PEAQ, PESQ), or through conducting listening tests 

[14], [15].  

Studies have shown that individuals with hearing loss 

can experience a degradation in sound clarity which 

in turn could have a negative impact on speech 

intelligibility, when stimuli are presented along with 

a fluctuating masker[16],[17]. This phenomenon is 

commonly observed in situations such as a speech 

signal presented along ambient noise or babble, as 

well as in situations where the acoustic properties of 

a sound are rapidly changing (e.g. television sound). 

This paper aims to investigate the use of hearing loss 

simulations in audio production, as a tool for audio 

referencing, analysis and evaluation of complex and 

constantly changing stimuli. This development builds 

upon a previous prototype design [18] but with added 

features, including real-time capability, a more 

compact and intuitive design with retained 

customisability features, as well as a stereo 

configuration. The simulation is exported in a stereo 

plugin format, therefore making it easier to be 

incorporated in the stage of audio production. As a 

mixing tool, this plugin can be inserted either on 

individual channels, or the stereo master bus of a 

digital audio workstation, in order to provide the 

engineer with a quick way of assessing their mix’s 

quality, when hearing loss related degradations are 

presented. This way accessibility adjustments are 

encouraged early on at the stage of production. 

Figure 1: Block diagram of the simulation's processing algorithm 
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3 Technical Description 

The development of this real time simulation 

encapsulates four different processors: high 

frequency attenuation,  spectral smearing, rapid 

loudness growth (RGL) and temporal disruption, each 

replicating a specific perceptual aspect of hearing 

loss. The diagram in Figure 1 presents the signal flow 

and processing inside the audio plugin class. The 

simulation is designed using the audio plugin 

functionality found in MATLAB’s Audio Toolbox 

and is available in a audio plugin format with MacOS 

and Windows compatibility. Available at: 

https://code.soundsoftware.ac.uk/hg/hearing-loss-

simulation-plugin. 

Processing begins by separating the audio input into 

a left and right channel, representing the left and right 

ear. Upon that, the interface offers two options of 

audiogram attenuation for each of the two channels, 

corresponding to a mild or a moderate loss. 

Attenuation is provided at the seven frequencies (250, 

500, 1000, 2000, 4000 and 8000 Hz) typically 

measured in an audiometry test. This stage aims to 

replicate threshold shifts, often attributed to the loss 

or compromise of the function of the outer hair cells 

[19]. To ensure attenuation of frequencies above the 

audiometric range (>8000 Hz), a low pass filter is also 

applied with a cut-off frequency of 8000 Hz and a 

slope of 48 dB. The attenuated audio of each channel 

is then passed through a Gammatone Filterbank, 

which separates each of the two channels into 32 

equivalent rectangular bandwidth (ERB) spaced 

bands, ranging between 20 Hz and 16000 Hz. The use 

of the Gammatone Filterbank at this stage is to ensure 

that band separation in the plugin corresponds to the 

separation typically observed in the human cochlea 

[19]. After band separation, the high and low 

frequencies of each of the two original channels are 

further divided before they are sent to the following 

processors. 

High frequencies - The frequency smearing processor 

performs a multiplication of each of the high 

frequency bands of the signal, with a low passed 

white noise. This results in a ‘smeared’ representation 

of the frequency content of the sound, which aims to 

replicate the effects of spectral smearing, usually 

observed as a result of the widening of the auditory 

filters in hearing loss, that causes decreased 

frequency selectivity[12]. The frequency smearing 

processor offers the user with 3 processing options: 

1. Bypass - no smearing is applied, and signal is

passed unaffected

2. Low - a low level of smearing is applied. The level

of smearing corresponds to the cut-off frequency of

the low-passed white noise-in this case 100 Hz.

3. High - a high level of smearing is applied. The

level of smearing corresponds to the cut-off

frequency of the low-passed white noise-in this case

200 Hz.

The high frequency bands of both ears are then passed 

through a rapid loudness growth (RLG) processor. 

This processor aims at replicating the effect of 

loudness recruitment, a phenomenon resulting from 

the loss of dynamic range, also observed in 

individuals with outer hair cell damage [21]. 

Consequences of RLG include the perception of a 

more linear and steep growth of loudness with 

increasing sound level above threshold of hearing, as 

opposed to the compressive nonlinear growth 

observed in normal hearing listeners [22]. To achieve 

this, the processor utilises an upwards expansion 

approach, where if the signal level goes above a set 

threshold of hearing and below a set threshold of total 

recruitment it becomes amplified, whereas if the 

signal level reaches the threshold of total recruitment 

the processor returns to an in=out behaviour.  

Low frequencies - Parallel to the high frequency 

bands, the low frequency bands of both ears run 

through a temporal disruption processor, which aims 

to recreate loss of temporal resolution. The approach 

behind this processor is based on observations in 

literature suggesting that listeners with hearing loss 

are unable to utilize temporal fine structure (TFS) as 

well as normal hearing listeners [23], [24]. To achieve 

the perceptual consequences of reduced access to TFS 

information, the module applies random phase shifts 

on the input. More specifically, the signal is analysed 

through use of a Short Time Fourier Transform 

(STFT) in MATLAB, using a 512 sample Hann 

periodic window. The magnitude of the signal is kept 

intact, while random shifts are applied to the phase of 

the signal within the range of [-π/2, π/2]. The original 
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magnitude is then recombined with the shifted phase, 

before the signal gets reconstructed using an Inverse 

Short Time Fourier Transform (ISTFT). The goal of 

this processor is to disrupt the periodicity of the signal 

[25]. Following their separated processing, high and 

low frequency bands of each channel are re-combined 

and both channels are brought together to form the 

stereo output. The plugin also offers bypass options 

on each processor, as well as a general bypass for 

each ear. A mute option for each of the two ears is 

also provided. The graphic user interface of the plugin 

can be seen in Figure 2. 

Figure 2: Hearing loss simulation plugin, graphic user 

interface (GUI) 

4 Results 

The following section presents results describing the 

response of the simulation with test signals for each 

of the plugin’s processors. Each processor is tested 

independently in order to assess its proximity to the 

desired response. 

High Frequency Attenuation - This processor aims to 

recreate the high frequency attenuation found in a 

typical audiogram. Figure 3 depicts spectral analysis 

of white noise passing through the high frequency 

attenuation processor using a mild setting. 

Figure 3: White noise with high frequency attenuation 

(mild setting) 

 Figure 4: 2kHz tone with smearing (high setting)

Page 4 of 8 



Mourgela (Agus and Reiss) Hearing loss simulation for audio production 

AES 149th Convention, Online, 2020 October 27 - 30 

Spectral Smearing - This processor aims to reproduce 

the perceptual effect of spectral “smearing”, 

occurring as a consequence of reduced frequency 

selectivity in the cochlea, due to widening of the 

auditory filters [26]. The plot in Figure 4 presents the 

frequency spectrum analysis of a 1 kHz pure tone 

before and after the high smearing setting is applied. 

Rapid Loudness Growth (RLG)  - This processor aims 

to recreate the effect of loudness recruitment 

occurring in the cochlea as a result of outer hair cell 

damage and restricted or absent function of the active 

mechanism of the cochlea as described above [9], 

[22]. The plot in Figure 5 presents the amplitude of a 

ramp signal plotted over time in logarithmic scale, 

before and after the RLG processor. An arbitrary 

threshold of hearing is given here at -55 dB with the 

attack time set at 3 ms and release time set at 2 ms. 

For the purpose of focusing on the effect of rapid 

loudness growth, attenuation below threshold is not 

presented on this plot.  

Loss of Temporal Resolution - The aim of this 

processor is to disrupt periodicity by introducing 

random phase shifts, thus making TFS information 

less available to a listener, corresponding to findings 

supporting that use of TFS information in listeners 

with hearing loss is limited [23], [24]. The plots in 

Figure 6 present the time domain analysis of the 

application of temporal disruption on a sinewave. As 

it can be observed there is a fixed delay between the 

input and the output, which is due to the processing 

latency of the plugin. A  high frequency noise as well 

as a slight attenuation can also been seen, which are 

both artefacts of the phase shifting occurring in the 

TFS disruption processor.  

Figure 5: Amplitude of over time plot in 

logarithmic scale, before and after the RLG 

processor (ramp signal). 
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Figure 6: 50 Hz tone with temporal disruption

5 Discussion 

The development of a real-time hearing loss 

simulation was presented, along with results on its 

performance and response. The results presented in 

the previous section, demonstrate that perceptual 

aspects of hearing loss, as documented in current 

literature, can be approximated and applied on audio 

signals in real time and with the option of 

customisation, however presenting certain limitations 

and considerations.   

As with all similar developments, this hearing loss 

simulation comes with limitations in its performance 

and effectiveness. Such limitations include a 

difficulty in reproducing all perceptual aspects of 

hearing loss accurately, since their documentation in 

literature mainly relies on performance comparisons 

on simple audio tasks, between normal listeners and 

listeners with hearing loss in controlled 

environments, as well as physical modelling and 

affected individuals’ own descriptions of their losses’ 

characteristics, which make it difficult to establish a 

reliable reference.  

Evaluation of hearing loss simulations can therefore 

only be made to a limited extend and is performed 

mainly to ensure that at a minimum there are similar 

tendencies between the degradation in performance  

of normal listeners using the simulation and listeners 

with actual hearing loss. 

Another limitation of this development arises from 

the sacrifices made in the complexity of the digital 

signal processing (DSP)used in the implementation, 

in order to ensure good real-time performance, thus 

resulting on occasionally poorer approximation and 

accuracy. The use of more complicated and 

computationally expensive digital signal processing 

approaches can be found in many hearing loss 

simulations throughout literature, however most of 

these models are used to pre-process stimuli offline, 

which makes considerations such as latency and 

computational costs irrelevant for their purpose. 

Additional limitations include the occurrence of DSP-

related unwanted artefacts, resulting from processing 

operations affecting multiple aspects of the signal. 

An important consideration regarding the approach 

presented in this paper lies within its intended use, 

which is to promote awareness of the quality and 

accessibility of audio content for all, while facilitating 

adjustments at the stage of audio production. It is 

therefore designed to be used as a tool for referencing 

and analysis, rather than as an attempt to accurately 

model hearing loss. Future directions of this project 

include conducting perceptual evaluation listening 
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tests to assess its performance using real listeners, as 

well as an investigation of its use in practice, in order 

to test the functionality and capability of the 

simulation to assist the development of effective 

audio enhancement methods for listeners with 

hearing loss. 
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