Dynamic range compression is a nonlinear, time dependent audio effect. As such, preferred parameter settings are difficult to achieve even when there is advance knowledge of the input signal and the desired perceptual characteristics of the output. We introduce an automated approach to dynamic range compression where the parameters are configured automatically based on real-time, side-chain feature extraction from the input signal. Parameters are all dynamically varied depending on extracted features, leaving only the threshold as a user controlled parameter to set the preferred amount of compression. We analyze a series of automation techniques, including comparison of methods based on different signal characteristics. Subjective evaluation was performed with amateur and professional sound engineers, which established preference for dynamic range compressor parameters when applied to musical signals, and allowed us to compare performance of our various approaches against manual parameter settings.

0 INTRODUCTION

A superfluously used dynamic range compressor suppresses musical dynamics and may produce lifeless or even boring recordings deprived of their natural sound and character. Mastering dynamic range compression and refraining from overusing it is not an easy task even for professional engineers, due to the versatility of the effect, together with the large number of choices regarding its use [1]. Being a nonlinear effect, if used carelessly it may alter a signal in unpredictable and undesired ways [1,2]. Setting up the compressor parameters in a sensible way is nontrivial because the effects of each parameter are not obvious and there is a high degree of correlation between the different parameters.

Automating the compressor parameters and, in general, the parameters of any audio effect [3,4, 5], can provide evident advantages to the user. Although not intended to replicate artistic choices, when the compressor is used to decrease dynamic range, automation will save users the trouble of properly setting the effect to avoid sound artifacts and in many cases it will give better results. In addition to this, for a highly diverse signal there might not be a static set of parameters that would be optimal. An automated compressor with parameters that dynamically adapt to the signal’s characteristics may give better results than a set of static human preferences.

Research in automating the dynamic range compressor goes back many years [6] and is still active [7]. Compressors with partly automated parameters (such as “autorelease,” for instance) have already found their way to production both as analogue and digital designs [2]. In some existing designs, the automation of the time constants is performed by observing the difference between the peak and RMS levels of the signal fed in the side-chain [1,8]. In [9] an RMS measurement was used to scale the release time constant. The RMS measurement, however, is always an absolute one and dependent on overall signal level. It does not directly take into account the transient nature of the signal.

The concept of replacing a user-controlled ratio and knee width with an infinite ratio and single, user controlled knee width has been used previously in both analogue and digital compressors, albeit with a static knee width [4]. Similarly, automatic make-up gain can be found in some compressor designs [1], but only as signal-independent static compensations that do not take into account loudness, even though the main purpose of make-up gain is to achieve the same loudness between the uncompressed and compressed signals.

Related work has been concerned with reverse engineering a compressor, based on analysis of the signal before and after compression [10,11]. However, the authors are not aware of any prior work that offers full automation of compressor parameters based on the input signal characteristics. Furthermore, we are not aware of any
previous listening tests or user studies regarding the effectiveness of a compressor automation approach, even for automating a single parameter within the design.

In this paper we suggest and evaluate a set of methods to automatically determine appropriate values for the standard compressor parameters in an intelligent way, depending on the input signal’s properties and statistics, and the intended use of each parameter. This way the required user interaction is reduced to a minimum, ultimately to a single setting of how much compression is desired. In Section 1 we present a description of the parameters that will be automated and of the compression model that we will use. Section 2 presents a series of methods to effectively reduce the number of user-adjustable parameters. Section 3 includes a subjective evaluation of the various automation methods, with both amateur and professional sound engineers. Finally, Section 4 summarizes the results and provides suggestions for further research.

1 BACKGROUND

Our goal is to automate a dynamic range compressor, such that it can be operated or set with a single parameter. All other parameters are dependent on the input signal characteristics. Thus, we first describe the set of parameters of a typical compressor, and describe the compressor design that we will use.

1.1 Compressor Controls

Fig. 1 depicts a block diagram of the compressor configuration that was used. The compressor parameters define the behavior of the sidechain which determine the instantaneous compressor gain $c[n]$. The most commonly used compressor parameters may be defined as follows.

Threshold (denoted $T$) defines the level above which compression starts. Any signal overshooting the threshold will be reduced in level.

Ratio ($R$) controls the input/output ratio for signals overshooting the threshold level. It determines the amount of compression applied. As shown in Fig. 2, the ratio sets the slope of the static compression characteristic when the input level exceeds the threshold.

Attack and release times ($\tau_A$ and $\tau_R$) provide a degree of control over how quickly a compressor acts. They are also known as time constants. Instantaneous compressor response is not sought because it introduces distortion on the signal. The attack time defines the time it takes the compressor to decrease the gain to the level determined by the ratio once the signal overshoots the threshold. The release time defines the time it takes to bring the gain back up to the normal level once the signal has fallen below the threshold.

A Make-Up Gain control is usually provided at the compressor output. The compressor reduces the level (gain) of the signal, so that feeding back a make-up gain to the signal allows for matching the input and output loudness level.

The Knee Width ($W$) option controls whether the bend in the static compression characteristic, depicted in Fig. 2, for input levels near the threshold has a sharp angle or has a rounded edge. A sharp transition is called a Hard Knee and provides a more noticeable compression. A softer transition where the ratio gradually grows from 1:1 to a set value in a transition region on both sides of the threshold is called a Soft Knee. It makes the compression effect less perceptible.

Optionally, a compressor may also have look-ahead, given in milliseconds. With look-ahead, the side-chain determines the amount of compression based on the current signal level, but the control is applied to a delayed version of the input signal. However, this introduces latency, and hence will not be used for our compressor design, which is intended to be applicable to live performance and broadcast. Also, our use of a peak detector (as opposed to RMS), ensures a quick response to changes in signal characteristics, hence lessening the need for look-ahead.

A compressor also has a set of additional controls that are sometimes found in modern designs. These include a Hold parameter, Side-Chain filtering, and many more.

1.2. The Compressor Model

The compressor model we employed is a feed-forward compressor with a smoothed decoupled peak-detector [12], whose output is given as the input signal times a control value determined by signal level estimation in a side-chain configuration:

$$y[n] = c[n] \cdot x[n]$$

(1)

where $x[n]$ denotes the input signal, $y[n]$ the output signal, $c[n]$ the control voltage.

Fig. 1. Block Diagram of the Compressor Configuration.

Fig. 2. Static compression characteristic with make-up gain and hard or soft knee.
The control voltage is calculated from a copy of the input signal that passes through the side-chain, as seen in Fig. 1. The side-chain first includes a peak detector to provide an instantaneous estimate of signal level,

$$x_G[n] = 20 \log_{10} |x[n]|$$  \hspace{1cm} (2)$$

The gain computer implements a static compression curve with input $x_G[n]$ and output $y_G[n]$, and is given by Eq. (3), where the sample number $n$ has been omitted for readability

$$y_G = \begin{cases} 
\frac{x_G}{20 \log_{10} |x|}, & 2(x_G - T) < -W \\
\frac{20 \log_{10} |x|}{(x_G - T) - R}/(2W), & 2(x_G - T) \leq W \\
2(x_G - T) > W
\end{cases}$$

where $T$, $R$ and $W$ are the threshold, ratio and knee width parameters.

Fig. 2 is the graphical solution of Eq. (3), i.e. it presents both hard and soft knee and a make-up gain giving displacement from the diagonal. The (static) amount of compression is thus

$$x_L[n] = x_G[n] - y_G[n]$$  \hspace{1cm} (4)$$

Smoothing is performed by a gain smoothing (also known as ballistics) stage,

$$y_1[n] = \max(x_L[n], \alpha_R y_1[n - 1] + (1 - \alpha_R)x_L[n])$$

$$y_L[n] = \alpha_A y_L[n - 1] + (1 - \alpha_A)x_L[n]$$

where $\alpha_A = e^{-1/(\tau_A f_s)}$ and $\alpha_R = e^{-1/(\tau_R f_s)}$ are filter coefficients derived from the compressor’s attack and release times, $\tau_A$ and $\tau_R$, and $f_s$ is the sampling frequency. The control voltage is thus found by adding the make-up gain, $M$, and then converting this back from decibel to linear scale,

$$c[n] = 10^{(M - y_L[n])/20}$$  \hspace{1cm} (6)$$

In [12], it was shown that this compressor design yields smooth and relatively artifact-free performance for a wide variety of signals when compared with alternative designs. However, due to the influence of the attack envelope on the release trajectory in Eq. (5), the measured release time is approximately $\tau_A + \tau_R$.

2 PARAMETER AUTOMATION

Since the compressor parameters are used in different stages of the compressor design their automation methods can be independent of each other, even though they might be based on the same signal statistics.

2.1. Auto Attack and Release Times

Very short attack and release times should be avoided because they introduce a number of unpleasant artifacts such as pumping, breathing, low frequency distortion, and other artifacts [1,13]. Very long attack and release times are also rarely beneficial. The longer the attack the less responsive the compressor is to the signal. Likewise, a long release time may cause perceived dropouts after short transient sounds or reshape the decay part of notes and modify the sound of instruments.

Since most signals are time varying, dynamically varying time constants are preferred, so that they can adapt to the nature of the transient, steady state, and decay components in the signal. To minimize artifacts, a suitable auto-attack and release mechanism would choose shorter time constants when the input signal is highly transient or percussive, and longer time constants if it is a more steady state signal. In this section, we propose two methods, a time domain approach and a time-frequency processing approach [14], that give greater control and flexibility over the selection of suitable time constants.

2.1.1 Crest Factor as a Short Term Signal Measure

The crest factor is defined as the ratio of peak signal level to root mean squared (RMS) signal level over a given duration. In order to measure the short-term crest factor of a signal, without introducing any latency, we can combine a peak detector and an RMS detector, as given in Eq. (7),

$$y_{2\text{peak}}^2[n] = \max(x^2[n], \alpha y_{2\text{peak}}[n - 1] + (1 - \alpha)x^2[n])$$

$$y_{2\text{RMS}}^2[n] = \alpha y_{2\text{RMS}}^2[n - 1] + (1 - \alpha)x^2[n]$$

$$y_C[n] = y_{\text{peak}}[n]/y_{\text{RMS}}[n]$$

where forgetting factor $\alpha = e^{-1/(\tau f_s)}$ is calculated from time constant $\tau$ and sampling frequency $f_s$. The RMS detector, previously presented in [11,15], is a 1-pole smoothing filter applied to the square of the input signal, also known as an exponential moving average filter. The peak detector above has instantaneous attack and a smooth release trajectory. If we choose the peak detector and RMS detector time constants to be identical, we guarantee that the release envelopes of both detectors are the same, and that the peak detector’s output cannot be less than the detected RMS output. The crest factor is independent of overall signal scaling and is therefore compatible with the design goal of level-independence.

The time constant $\tau$ for the two detectors determines the integration time of the crest factor measurement and was set at 200 ms based on informal testing.

Though the crest factor of a steady state signal is fairly low, it increases once the signal contains transients. Transients show high amplitude but are of short duration (typically less than 10 ms) in relation to the 200 ms integration time. Thus their contribution to the RMS value is much less than their contribution to the peak value. Thus, the crest factor can be used to locate transient parts in the signal, like note onsets.

2.1.2 Calculating Auto Attack and Release Times

The maximum attack time was set to $\tau_{\text{Amax}} = 80\text{ms}$ and the maximum release time to $\tau_{\text{Rmax}} = 1\text{s}$. We can find RMS detectors in some compressors with time constants on this scale to prevent low frequency distortion and other artifacts [1].
In order to avoid dropouts and pumping, the effect of a high crest factor on the release time needs to be extreme. For this reason we divide each maximum time constant by the square of the crest factor. The crest factor for a pure sine wave is $\sqrt{2}$, so we then multiply by 2 to ensure that the maximum time constant is reached for sinusoidal input signals. Finally to compensate for the influence of the attack time on the measured release time in our compressor design [12], as discussed in Section 1, we subtract the attack time from the release time. Thus, the time varying automation of attack and release times is given by Eq. (8),

$$
\begin{align*}
\tau_A[n] &= 2\tau_{A\text{max}}/\gamma^2[n] \\
\tau_R[n] &= 2\tau_{R\text{max}}/\gamma^2[n] - \tau_A[n].
\end{align*}
$$

(8)

### 2.1.3 Spectral Flux as a Short-Term Signal Measure

The short time Fourier transform (STFT) of an input signal $x$ is defined as

$$
X(n, k) = \sum_{m=-N/2}^{N/2-1} x(nh + m)\omega(m)e^{-j2\pi mk/N}
$$

(9)

where $X(n, k)$ represents the $k^{th}$ frequency bin of the $n^{th}$ frame, $\omega(m)$ is an $N$-point Hamming window and $h$ is the hop size between adjacent windows.

The spectral flux ($SF$) measures how quickly the power spectrum of a signal changes and offers detection based on amplitude or energy information of the signal. It is calculated from the change in magnitude of the STFT over two successive frames, and it is restricted to count only those frequency bins where the energy is increasing. The normalized spectral flux is then defined as:

$$
SF(n) = \frac{\sum_{k=-N/2}^{N/2-1} H(|X(n, k)| - |X(n - 1, k)|)}{\sum_{k=-N/2}^{N/2-1} |X(n, k)|},
$$

(10)

where $H(x) = (x+|x|)/2$ is the half-wave rectifier function.

Though spectral flux is typically used as an onset detection function [16,17], it can easily be used for transient detection purposes [18,19]. The more transient a signal is, the higher its spectral flux value will be and the shorter the time constants that are needed to achieve proper compression.

The spectral flux is more sensitive than the crest factor and this enables it to detect more subtle changes to the signal. For the spectral flux calculation we use a window $N = 1024$ points for the Fourier transform, with a hop size between adjacent windows $h = 512$, i.e., 50% overlap between windows. These settings were chosen because they produce narrow peaks for the spectral flux function at the same time instances as the crest factor. However, as shown in Fig. 3, the spectral flux is also able to catch the change in frequency of the sine wave.

In order to overcome the problem of associating a spectral flux value to a maximum time constant, we scale the normalized spectral flux to the range of values of the crest factor. The crest factor is usually highest for the very first sample, which can be easily shown if we take equation (7)

$$
\gamma_C[0] = \frac{1}{\sqrt{(1-\alpha)}}
$$

and set $y_{\text{peak}}[0] = 0$ and $y_{\text{RMS}}[0] = 0$;

$$
\gamma_C[1] \geq \frac{|x[n]|}{\sqrt{\alpha y^2_{\text{RMS}}[n-1] + (1-\alpha)x^2[n]}}
$$

(11)

This value is used as the high boundary for the spectral flux function and scales all other spectral flux values accordingly.

### 2.1.4 Calculating Auto-Attack and Release Times from Spectral Flux

The attack and release time constants play an important role close to the onsets of notes, since onsets will probably cross the threshold level and trigger the compression. Therefore, we correlate the time constants to the peaks of the spectral flux, which in turn are closely related to note onsets. Because spectral flux peak values are a lot higher compared to their corresponding crest factor values for a crest factor time constant of 200 ms, we do not have to use the square of these values in order to achieve short enough times after transients. Instead we use an instantaneous attack peak detector with a release time of 2 ms for calculating attack times and 9 ms for the release times to smooth the
By using a soft knee in the gain computer stage and setting the ratio to ∞, we can see it as an automatic knee with an infinite ratio. This method is based on the ratio parameter to infinity, and use a soft knee with an intended value. In an automated compressor, given by the following equation:

\[ c_{Dev}[n] = \alpha c_{Dev}[n - 1] + (1 - \alpha)(c[n] - c_{Est}) \]

\[ W[n] = 2.5(c_{Dev}[n] + c_{Est}) \]

(14)

\( c_{Dev} \) provides a smooth estimate of how much the control deviates from an estimated value based on the parameter settings of the compressor. A control voltage estimate, \( c_{Est} \), is used to bias the averaging filter, by subtracting the estimate before the filtering and adding it back in afterwards. A reasonable setting for the estimated value is given from the Threshold and Ratio settings, \( c_{Est} = T(1-1/R)/2 \). This initializes the average gain reduction at a value close to its intended values and allows the control voltage estimate to quickly adapt to changes in parameter settings during real-time operation.

The averaging time constant of the filter, found from \( \tau = -1/(f_s \ln(\alpha)) \), needs to be carefully chosen. A time constant that is too short will follow the compressor’s gain reduction too quickly and a long time constant will be too slow in following the gain reduction curve and reaching the intended values. \( \tau = 2s \) was chosen, so that use of average gain reduction for make-up gain in Section 2.4 does not interfere with the release envelope.

2.3.1 Automating the Knee Width

If the compression applied is for short periods of time, so only a few peaks are trimmed and the average gain reduction is small, then one might want the compressor to act as a hard limiter. On the other hand, if the signal is heavily compressed and the average gain reduction is high, one might want a smoother and less obvious compression effect.

For the automatic knee mechanism we propose an adaptive method based on the average gain reduction of the compressor, given by the following equation:

\[ dY_G \]

\[ dx = \begin{cases} 1 & 2(x_G - T) < -W \\ 1 - (x_G - T + W/2)/W & 2(x_G - T) \leq W \\ 0 & 2(x_G - T) > W \end{cases} \]

(13)

Hence, the signal will be perfectly limited once it exceeds \( T + W/2 \). Below that point the slope will gradually increase, reaching \( \frac{W}{2} \) (equivalent to a ratio of 2:1) exactly at \( T \), and it will keep decreasing until \( T - W/2 \), where it will become 0 (no compression at all, equivalent to a ratio of 1). So by setting the ratio to infinity and varying the knee width one can access the whole range of compression ratios. Fig. 5 presents the static compression behavior for various knee widths and a set threshold.

2.2 Threshold and Ratio in the Auto Compressor

Both threshold and ratio parameters relate to the static compression characteristics. In an automated compressor we want the user to only have to adjust one parameter that will define the desired compression amount they want to apply to the audio signal.

As in [4], we let the threshold be manually chosen, set the ratio parameter to infinity, and use a soft knee with an automated knee width that will vary with time depending on the compression of the signal. This method is based on the idea that a very soft knee can also be seen as an automatic ratio.

2.3 Auto Knee

By using a soft knee in the gain computer stage and setting the ratio to ∞:1, the slope of the static compression curve of Eq. (3) becomes

\[ \frac{dY_G}{dx} = \begin{cases} 1 & 2(x_G - T) < -W \\ 1 - (x_G - T + W/2)/W & 2(x_G - T) \leq W \\ 0 & 2(x_G - T) > W \end{cases} \]

(13)

Hence, the signal will be perfectly limited once it exceeds \( T + W/2 \). Below that point the slope will gradually increase, reaching \( \frac{W}{2} \) (equivalent to a ratio of 2:1) exactly at \( T \), and it will keep decreasing until \( T - W/2 \), where it will become 0 (no compression at all, equivalent to a ratio of 1). So by setting the ratio to infinity and varying the knee width one can access the whole range of compression ratios. Fig. 5 presents the static compression behavior for various knee widths and a set threshold.

Fig. 5. Compression input/output curves with various knee widths for a set threshold at –30 dB.
The scale factor 2.5 was derived empirically from informal listening tests. The result is a knee width that is slowly and smoothly varied with time.

The main weakness of the proposed model is that the knee width is exclusively related to the average gain reduction and not directly related to any characteristics and information of that signal.

2.3.2 Optimizing the Knee Width Automation with Information on the Input Signal

The following method suggests a way to optimize the knee width using information on the input signal extracted with the normalized spectral flux. Signals with extensive transient content will have their spectral flux values above a certain level, considerably higher compared to that of a signal with fewer transients, since in every frame step there will be significant transient content captured by the SF. For example, in Fig. 6, the spectral flux values of the drums sample are constantly above 0.1 and around 0.2 while the spectral flux values of the bass sample reach a minimum level of 0.05.

We first calculate the minimum levels of the spectral flux using a modified version of an instantaneous attack decoupled peak detector and then we use a low-pass filter to find the moving average of these values. The method can be summarized as:

\[
SF_{\text{min}}[n] = \min(|SF[n]|, \alpha SF_{\text{min}}[n-1] + (1 - \alpha)SF[n])
\]

\[
SF_{\text{min,avg}}[n] = (1 - \alpha_2)SF_{\text{min}}[n] + \alpha_2SF_{\text{min,avg}}[n-1]
\]

(15)

where the coefficients \(\alpha, \alpha_2\) were based on time constants \(\tau = 2\) ms and \(\tau_2 = 1\) ms respectively, so as to guarantee the desired performance.

The evaluation results for the knee width automation (see 3.2) showed that the relationship between the average gain reduction and the preferred knee width is nonlinear and instrument independent. Therefore, a polynomial of order \(k\) was used to describe this relation.

\[
W[n] = 2.5 c_{\text{avg}}^k[n]
\]

(16)

A steady state signal should result in a roughly constant knee width to prevent unnecessary modulation of compressor parameters. On the other hand, signals that are very transient in nature should produce a compressor whose knee width varies more with gain reduction, so that it can both act like a limiter for high amplitude signals and provide a smooth transition to no compression on low amplitude signals.

As shown in Fig. 6, a highly transient signal, such as a percussive drums sample, will never present very low values for minima since there will always be transient activity captured by spectral flux. A steady-state signal will have spectral flux minima reaching lower values since initial transients of the attack part of the notes will quickly fade while the steady-state part will remain longer. Based on the average of the spectral flux minima we set \(k\) to values that, as seen in Section 3, produce the desired behavior for the knee width.

\[
k = \begin{cases} 
0.6 & SF_{\text{min},\text{avg}} > 0.1 \\
0.05 & SF_{\text{min},\text{avg}} \leq 0.1 
\end{cases}
\]

(17)

2.4 Auto Make-up Gain

The aim of the make-up gain function is to achieve equal loudness between the compressor input and output signals (though it may also be used to maximize loudness of compressed recordings, contributing to the “loudness war” [20]). Our first approach is to estimate the make-up gain based on the average amount of applied compression. From Eq. (14),

\[
c_{\text{make-up}}[n] = -(c_{\text{Dec}}[n] + c_{\text{Est}})
\]

(18)

Our second approach uses a loudness function to compare perceived loudness before and after compression. In [21], the EBU standard for loudness, based on a thresholded implementation of the ITU 1170 standard [22,23], was used to compare the loudness of tracks in multitrack audio, in order to automate time varying fader controls. Here, the EBU standard is used to measure loudness of the uncompressed and the compressed signal. This enables us to extract the loudness difference between the two signals and use it to calculate the make-up gain needed for the compressed signal. Even with the application of loudness-based make-up gain, the compressor is still able to significantly reduce the loudness range of the signal [24].

3 EVALUATION

Subjective evaluation was performed with two groups of subjects: nine expert mixing engineers (Professional
group) and seven amateurs who had experience with dynamic range compression (Amateur group). A “method of adjustment” style test [25] was performed to obtain quantitative data on how humans set up and use a dynamic range compressor in their environment with their own equipment. Each test subject was provided with a VST plug-in of the compressor, test instructions, and four short audio tracks of drums, bass played in “slap” style, soft vocals, and acoustic guitar. The instructions included a series of listening tests in which the users had to tune individual parameters to their preferred setting while keeping all other parameters fixed at predefined settings. The predefined values were usually such that they would generate obvious amounts of compression and make any compression artifacts easily spotted by the listener.

The results were compared with what the automation method had chosen as preferred automated parameter settings. While the preferred human choices for each setting were single, static values, the compressor’s automation method is an adaptive process, producing dynamically varied values. Therefore, some form of grouping or averaging of the dynamic values had to be performed.

3.1 Evaluation of the Auto-Attack and Release Times

For the evaluation of attack and release times, other parameters were predefined as follows: threshold at –30 dB, ratio at ∞:1 and knee width at 0 dB (hard knee). For auto-attack time we calculated the average out of all attack time values that fall in a time period equal to the maximum attack time after every possible onset (peak of the spectral flux) of the signal. For the auto-release time, since we cannot predict exactly when release times will be used we simply found the mean out of all the values.

Figs. 7 and 8 present box plots for the preferred attack and release time respectively. The box in each column indicates the interquartile range. The bottom of the box corresponds to the lower quartile (25th percentile) and the top of the box to the upper quartile (75th percentile). The dash within the box shows the median value of the data set, and the vertical black line shows the sample range from the minimum to the maximum sample value.

The small interquartile ranges for bass sample show that most of the testers agree that it requires a very fast attack time in order to prevent the initial transient of each note from slipping through. To avoid a drop-out after the very hard initial transient, most also set the release time to a very fast value (median of 26 ms for the professionals).

Test subjects preferred a longer attack and release time for the guitar compared to the bass. This resulted in the spectral flux providing good results for the auto-attack and the crest factor providing good results for the auto-release. For vocals, the automatic release is quite slow, especially for the crest factor approach. The median for both amateurs and professionals suggests a much faster release time constant (of 100 to 150 ms).

For the drums sample, which is similar to the bass in terms of richness in transients, the choices of the professionals are highly diverse. If we concentrate at the median time constant, it is much longer this time (19 ms), which indicates that it might be desirable to preserve the initial transient of each drum hit.

Due to the lack of transients in the soft vocals sample, the automatic compressor chooses a slow attack time in order to prevent it from being distorted. Although the interquartile range for the professionals is high, the median for both professionals and amateurs suggests an attack time of only approximately 6 ms.

Generally, the spectral flux automation method performs better than the crest factor method. This is mainly due to the fact that for the crest factor method we were depending on the long time constant to produce a smooth result while for spectral flux we used a subsequent smoothing filter to achieve this.

3.2 Evaluation of the Auto Knee

The parameters for knee width evaluation were ratio at ∞:1, attack time at 0.5 ms, and release time at 100 ms. Test subjects were asked to choose their preferred knee width for threshold values –18 dB, –25 dB, and –40 dB. For comparison of automation with preferred user knee width setting we calculated average gain reduction for each threshold value and from that found the corresponding average knee width that the automation methods used. We concentrated
on the two more percussive signals, drums and slap bass, since the influence of the knee is more pronounced on such content. Figs. 9 and 10 present the results from this test.

The results on the drums sample confirm that testers prefer a softer knee for heavier compression, i.e., lower threshold. The trend is more clearly seen in the professional results than in the amateur ones. It seems that using average gain reduction as a means of adjusting knee width was successful.

For the slap bass sample, the median for the professionals suggests a fairly constant knee width regardless of threshold, and amateurs prefer a softer knee at a threshold of –18 dB than at –25 dB. Therefore, using the same automation as that for the drums sample gives poor results. The spectral flux modification corrects this shortcoming and the results are more consistent with what users would use.

Fig. 11 shows the choices of the professionals for the drums sample as a function of threshold, with the choices of the gain-reduction dependent automation method indicated by a thick line. Almost all results show an upward trend (broader knee width for lower threshold), although the trajectories themselves differ regarding scaling and offset. This justifies our choice of using the information from the average gain reduction to adjust the width of the knee. Furthermore, including information from the spectral flux helped fine-tune the method to better fit the preferred user choices.

3.3. Evaluation of the Auto Make-up gain

The parameters for the make-up gain evaluation test were threshold at –30 dB, ratio at ∞:1, attack time at 0.5 ms and release time at 100 ms. These settings (low threshold and very short time constants) were chosen to guarantee that all four test signals would be heavily compressed. Test subjects were asked to manually vary the make-up gain, until the compressed signal has the same loudness as the uncompressed signal. Results are presented in Fig. 12.

The full range of results for this experiment varied significantly (e.g., one professional tester applied 24 dB of make-up gain to the bass sample, which is more than 10 dB above the median value). A few testers reported that they found it difficult to judge whether the two signals set. This justifies our choice of using the information from the average gain reduction to adjust the width of the knee. Furthermore, including information from the spectral flux helped fine-tune the method to better fit the preferred user choices.
appear equally loud when their dynamic range is so different and came to different results, whether they concentrated on the attack (transients) or the sustain (steady-state) part of the sound. However, the interquartile range is quite small, within only 3 dB for all of the make-up gain experiments. This means that most testers agreed on a make-up gain for a given sample.

Comparing the results to the automation, the average control-voltage dependent make-up gain is quite accurate for the guitar and the vocal samples. In both cases most professionals would apply slightly more and most amateurs would apply slightly less make-up gain. However, it failed to provide the desired gain for the slap bass and drums audio samples. Both signals were characterized by short-lived high peaks with high transient content located mainly in their loud onsets. These loud transients contained in the original signals are quite significant for perception of the signal’s overall loudness, so when those transients are suppressed by the compressor, we require more make-up gain than the actual average gain reduction in order to achieve equivalent loudness.

The loudness-based make-up gain comes a lot closer to the median value of the users’ experiment and can be characterized as accurate for all cases apart from the drums where the make-up gain is about 3 dB more than what the testers believe it should be. That can be explained due to the transient nature of drums, which makes loudness measurement difficult.

4 CONCLUSION

In this paper we have proposed a series of methods to automate most of the parameters of a digital dynamic range compressor. These methods are independent of one another for each parameter and can be used together or separately in different compressor models. We studied the performance of these methods and compared them against the choices of human operators.

To the best of the authors’ knowledge, this presents the first subjective evaluation of preference for dynamic range compressor parameters when applied to musical signals. However, the purpose of the evaluation was to understand how the proposed automation methods perform in comparison to user preference. Because test subjects used their preferred listening environment, no knowledge was obtained about how human preferences might change with controlled conditions. Furthermore, the number of test subjects and test signals was limited. The test was performed on individual tracks that were not part of a general mix. As a result what was tested was not compression of tracks in order to nicely fit into a mix but rather individual track compression. Finally, the preferred human choices for each setting had to be compared against an adaptive automation method. It is clear that more evaluation is needed for further work.

Both methods proposed for time constants, crest factor, and spectral flux produced good results. Using a knee width dependent only on the amount of compression did not provide the best results. However, the modification we introduced to include information from the spectral flux in the auto knee width calculation, led to a successful improvement with very good results. We managed to follow the choices of the human operators very closely. Using the average gain-reduction as make-up gain worked well and was described as helpful by some testers. It saves the user from adjusting the gain whenever they made a significant change to any of the other parameters (especially the threshold). The introduction of a loudness measure for the make-up gain was significant in improving the performance of the method.

The thresholds used in Eq. (16) and (17) were derived empirically and attempted to optimize knee width automation based on the results from the human users. A more extensive evaluation would help in testing a proper hypothesis for preferred knee width, but this goes beyond the scope of the paper.

A different approach to the automation of the static compression characteristic would be to automate the threshold to follow the RMS of the signal and let the user adjust the ratio based on what they prefer. This would avoid keeping the ratio fixed at infinity, which confines the compressor’s operation to be close to a limiter.

For the attack and release times we proposed the use of Spectral flux as a method for transient/onset detection. Other methods exist [16,17] that could provide similar performance.

When using the crest factor to obtain the time constants one can achieve smoother operation by increasing the time constant used for the peak and the RMS detector in the crest factor calculation. A similar approach could also be followed for the spectral flux. The use of a detector with long attack and release times could smooth the spectral flux curves. This is an alternative to the approach we used to calculate the attack and release times with the spectral flux.

Our evaluation of the automatic make-up gain suggests that the use of EBU-R 128 and ITU-R BS.1770-2 [22,23] is very effective and shows general agreement with user preference. However, there is a slight underestimation of required make-up gain with the more percussive samples, as noted in previous work [24]. This loudness standard was intended for broadcast content, not isolated sources. Further research may suggest a modification of the loudness measure, which could more effectively take into account percussive signals, with high amplitude, broadband transients.

In general, creating an automatic compressor should become an easier task if we knew to what type of signal it will be applied. An auto compressor that only has to work on drums for instance can make many more assumptions about its input signal than a compressor that is expected to sound well on an arbitrary tracks. The autorelease mechanism, for instance, could potentially benefit from some form of tempo-dependence, at least for very rhythmic signals.

Finally, an interesting idea suggested by some of the professional testers would be to let the user control how the automation behaves by being able to set the meta parameters controlling the release time. The compressor behavior
would still adapt to the signal but allow the user to maintain control over compression characteristics.
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