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ABSTRACT

Even though networks such as the Internet traditionally provided a simple best-effort service, there is a growing need for networks with hard guarantees. However, currently researchers are finding it challenging to keep up with these requirements mainly due to lack of tools that can facilitate the modelling and analysis of large-scale packet networks. Motivated by the requirement for such tools, this research develops novel packet traffic aggregation techniques that enable the performance evaluation of queueing systems via Accelerated Simulation (AS) models: these can provide the required results many times faster than standard simulation models by reduction of events and therefore facilitate the simulation of larger networks with fewer resources.

Aggregation techniques are developed in the presence of bursty traffic modelled by ON-OFF sources, as this type of traffic is commonly observed in packet networks. Further, the primary scheduling discipline considered is Generalised Processor Sharing (GPS) which is the key aspect of novelty in this research as previous aggregation techniques have only dealt with FIFO traffic (and their variations). Non-FIFO schedulers such as GPS are increasingly important, mainly due to the emergence of multi-service queues in converged IP networks (e.g. VoIP). The developed techniques are also extended to be applicable to the Weighted Fair Queueing (WFQ) scheduling scheme, which is the most widely used practical approximation to the ideal GPS discipline.

Validation procedures are carried out for the novel aggregation techniques developed in this research by comparison with standard, non-accelerated simulations, which are themselves validated against theoretical models where available.

In the course of this research, an interesting discovery was made with regard to scheduler behaviour under congestion (i.e. when very large queues are present in the buffer): the tested schedulers, which are variants of Processor Sharing (PS) and FIFO, tend to exhibit delay performance that converge in this limit.
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\( x_k \) Number in the system at knee-point
\( x_{ij} \) \( j^{th} \) observation of the \( i^{th} \) replication of a simulation
\( \bar{x}_i \) Mean produced by the \( i^{th} \) replication of a simulation
\( \bar{x} \) Overall mean of all replications of a simulation
\( x' \) (True) mean value of a property in the simulation model
Chapter 1

INTRODUCTION

1.1 Motivation

Performance evaluation of telecommunication networks is vital for service providers. The ability to evaluate the performance and introduce improvements in a timely manner is the key to providing positive customer experience. Hence, considerable research has gone into improving the efficacy of existing performance evaluation techniques, and developing new ones.

One of the most common methods employed for the performance evaluation of a network is simulation, where a computer program is used to imitate the operations of a real-world system. The main problem with this approach is the large amount of computer resources i.e. time and memory required by such programs; which is worsened as networks grow larger and more complex (e.g. to include CoS, AQM mechanisms). This is because, the higher the number of events that need to be simulated in order to obtain the desired result (e.g. estimate the probability of rare events), the greater the amount of computer resources required. Also, the increasing demand for better services requires Research and Development teams to be able to analyse networks and introduce new developments at an increasing pace. For example, the ongoing transition from circuit-switched telephone networks to packet-switched Voice-over-IP (VoIP) is a good indicator of how much the population at large is relying on packet networks such as the Internet. These are the reasons why acceleration (or speeding up) of simulations is rapidly becoming important, as a means of enabling researchers to obtain required results faster than with ordinary simulations.
Existing Accelerated Simulation (AS) techniques have achieved reasonable levels of speed up (specific details are given in Chapter 2); however, they are only applicable to First In First Out (FIFO) scheduling disciplines (and their variations). Due to the need for fair bandwidth allocation and the provision of differentiated services on the Internet, alternative scheduling mechanisms such as Generalised Processor Sharing (GPS) are currently attracting interest over FIFO. In addition to scheduling at the outgoing links, the routing processors also involve PS scheduling: this is because most modern micro-processors serve oncoming requests in a processor-sharing manner. These are the motivations behind researching on AS models for processor-sharing disciplines. Accordingly, it will be possible to apply the results presented in this thesis for the performance evaluation of modern networks, enabling researchers to move a step closer to keeping up with the ongoing demand for improvements.

1.2 Objectives

The main objective of this research is to develop novel traffic aggregation techniques fundamentally with a view to performance evaluation by Accelerated Simulation (AS). Aggregation is defined as reducing the number of traffic flows, e.g. from \( N \) to \( 1 \), while ensuring that the ‘aggregated’ model has buffer performance equivalent to that of the original model.

The aggregation techniques developed in this research are applicable in the presence of bursty traffic scheduled by processor-sharing disciplines such as Generalised Processor Sharing (GPS), also their practical equivalents such as Weighted Fair Queuing (WFQ). This thesis describes how each of the novel aggregation techniques can be used to develop Accelerated Simulation (AS) models, i.e. speeding up simulations by reduction of events which is made possible by the aggregation process.
The specific objectives are to:

1. Evaluate via novel traffic aggregation techniques,
   a. The queue state of a single flow and ‘System Time’ (denote by ST) in a queueing system fed by multiplexed homogeneous Poisson traffic sources scheduled by GPS.
   b. ‘Number in the system’ (denote by X) and ST in a queueing system fed by multiplexed homogeneous ON-OFF traffic sources (i.e. bursty traffic) scheduled by GPS.
   c. X and ST in a queueing system fed by multiplexed heterogeneous ON-OFF traffic sources scheduled by WFQ.

2. Demonstrate the accuracy of the aggregation techniques by comparison with standard simulations (i.e. non-accelerated), which are first validated against theoretical models where such models are available.

3. Describe how the aggregation techniques provide the base for AS models, giving an indication of the magnitude of speed-up they can achieve, when compared to equivalent ordinary simulations.

1.3 Novelty and contribution

The novelty of the research presented in this thesis mainly comes from the applicability of the traffic aggregation techniques to the GPS (and related) disciplines, since all aggregation techniques that exist in the literature (so far) are only applicable to the FIFO discipline (and its variations). The specific contributions are:

1. Novel aggregation techniques to evaluate the performance (e.g. ‘number in the system’ and ‘system time’) by Accelerated Simulation (AS) of a buffer fed by bursty traffic scheduled by both GPS and WFQ, are developed. Further, for WFQ (which is the most widely used practical approximation of GPS), the novel techniques are extended in a novel manner, such that they are applicable in the presence of heterogeneous traffic classes.
The substantial event reduction made possible by the aggregation techniques can be exploited in developing AS models, i.e. speeding up simulations to ensure required results are obtained within reasonable time limits. In addition, these techniques can also be used for the simplification of analytical models employed for performance evaluation.

2. A novel approximation of the GPS scheduler is proposed, implemented and validated. This implementation is based on a simple concept and proves to be an excellent means of studying the ideal GPS scheme, as shown by the validations presented in the thesis.

1.4 Thesis outline

Chapter 2 reviews techniques of network performance evaluation with the focus on ‘simulation’ which is the most common one. This chapter also explains how to ensure the credibility of simulation results, with references to how it was done throughout this research. Chapter 2 then explains the need to develop AS models and presents a review of existing AS techniques. Finally, Network Simulator 2 (NS2) which is the simulation tool used in this research, is introduced.

Chapter 3 discusses the problems caused by employing FIFO-scheduling in packet networks such as the vulnerability to ill-behaved sources. Then, the ideal concept of Generalised Processor Sharing (GPS) which is the solution to the problems of FIFO (and the main scheduling discipline used in this research), is introduced. This chapter also discusses the most commonly used practical approximations to GPS along with their advantages and disadvantages, and proposes a novel approximation which was made use of in this research.

Chapter 4 evaluates the performance of a queueing system (similar to the one at the output port of a router in a packet network) fed by homogeneous Poisson traffic flows, scheduled by the GPS discipline. Novel traffic aggregation techniques to evaluate the queue state and System Time (ST) of a single flow are developed, which lead to Accelerated Simulation (AS) models which can substantially reduce the number of events that need to be simulated. The novel aggregation techniques
are validated by comparison with standard (non-accelerated) simulations. Note that techniques developed in this chapter (i.e. for Poisson traffic) cover the evaluation of the packet-scale component of bursty traffic which is the focus of this research, considered in the next chapter.

Chapter 5 concentrates on the burst-scale behaviour (which is the major component) of ‘bursty’ traffic, modelled by multiplexed ON-OFF sources. The burst-scale behaviour of homogeneous traffic flows sharing an output port scheduled by the GPS discipline is analysed in comparison with FIFO equivalents, which provides the base for the aggregation techniques. The ‘Number in the system’ (X) and ST are evaluated via aggregation techniques, where ST is the key performance metric. The novel techniques are validated by comparison with simulations. This chapter then describes the substantial event reduction that can be achieved by applying these aggregation techniques to Accelerated Simulation (AS).

Chapter 6 provides extensions to the novel aggregation techniques developed (in the previous Chapters) in two ways. They are the use of a Weighted Fair Queueing (WFQ) scheduler (instead of GPS) and heterogeneous traffic classes (instead of homogeneous ones); both extensions greatly enhance the ease of applicability of these techniques in practical networks. Review of the literature shows that performance evaluation in the presence of heterogeneous classes has been a challenge. In this chapter, novel aggregation techniques are developed to evaluate ST of a class of interest, which are again validated against simulations. Similar to the previous chapters, the significance of applying these techniques to speed-up simulations, is explained.

Chapter 7 describes some of the major extensions that result from the work presented in this thesis which is a remarkable first step in the performance evaluation of packet networks with non-FIFO schedulers. This chapter also presents the final conclusions drawn from this research.


Chapter 2

Simulation and Acceleration

2.1 Introduction

This chapter first reviews network performance evaluation techniques (section 2.2), then details the ‘simulation’ technique which is the most commonly used technique, in section 2.3. This section also explains how to create and make use of valid simulation models. Section 2.4 discusses the need for Accelerated Simulation (AS) and presents a review of existing AS techniques, as the novel aggregation techniques developed in this thesis are aimed to be used in AS models. Finally in section 2.5, Network Simulator 2 (NS2), which is the simulation tool used throughout this research, is introduced.

2.2 Network Performance Evaluation

Performance evaluation is a constant requirement in the development of communication networks. The specific measures of interest may depend on factors such as the type of the network being considered and its applications. For example, important performance measures for circuit-switched networks are probability of blocked calls, Grade of Service (GoS) etc. while examples of performance measures specifically used in packet-switched networks are packet-delay, delay variation, loss probability and throughput.

The three broad techniques used for network performance evaluation are measurement, analytical modelling and simulation. The selection is made based on various considerations such as the life-cycle stage in which the system is (e.g. does
the system exists at all), the time and resources available and the level of detail needed [1].

Measurement on a real system provides the most direct means of network performance evaluation. Although this method is practised by many network vendors, it is often prone to errors. A series of recent papers by Schormans et al ([2-4]), also ref. [5] have explored the inaccuracy inherent in packet level measurement, which are caused mainly by inappropriate probing patterns and rates. It has been discovered that even for static traffic in simple buffering scenarios there are practical load limits beyond which measurement accuracy degrades very rapidly. Additionally, it would not normally be accurate to draw general conclusions from measurement results, as many of the environmental parameters (e.g. system configuration, time of measurement etc.) may be unique to the experiment and may not represent the range of variables present in the real world. Moreover, measurement is expensive and cannot be done until the real system is built, unlike the other two approaches.

Analytical models can generally be solved rather quickly; however, a tractable analytical model often restricts the range of system characteristics that can be explicitly considered. Nonetheless, they can be effective when carefully applied. For example, this method can be considered as the best approach to determine the effects of various parameters and their interactions (provided a valid analytical model is available). Analytical modelling is usually the cheapest and fastest of the three techniques.

Simulation techniques (i.e. using a computer to model the operations of a real world system) can model a network to an arbitrary degree of detail, and may therefore be closer to reality than analytical models. Even though the solution of a simulation model requires significantly more computer resources than an analytical model, in some cases, simulation is the only viable modelling approach and is the most common approach to the evaluation of network performance [1, 6].

In some cases, both analytical and simulation models may be used. For example, simulation can be used to check the impact of the assumptions needed in an
analytical model, while an analytical model can suggest appropriate parameters to investigate in a simulation study [7]. Further, combinations of simulation and analytical techniques have recently been used in developing AS models, for which this research is an example (see section 2.4.2.2 for more examples). Additionally, the three techniques of performance evaluation are often used as a form of validation\(^1\) for one another; for instance, in this thesis, known standard analytical solutions were used as a form of validation for simulations (e.g. packet-scale queue state), while novel analytical solutions were validated by comparison with simulations (e.g. burst-scale system time).

\[\text{2.3 Simulation}\]

\[\text{2.3.1 Introduction}\]

This section first defines a few terms which are frequently used in simulation modelling, in section 2.3.2, while the types of models are identified in section 2.3.3. Then, section 2.3.4 discusses an extremely important topic, i.e. ensuring the credibility of simulation models, which is often given inadequate consideration by researchers. This is followed by a short description of the simulation clock in section 2.3.5.

\[\text{2.3.2 Definitions}\]

The most basic definition is a ‘system’, which can be defined as the collection of hardware, software and firmware components [1]. The ‘state’ of a system is the collection of variable values necessary to describe the system at a particular time; and those variables are called ‘state-variables’. Finally, an ‘event’ is defined as an instantaneous occurrence that may change the state of the system [7].

For example, define the output port of a router (with a single server and single buffer) as the ‘system’. Examples of ‘state-variables’ are ‘number in the system’,

\(^1\) See section 2.3.4.1 for the definition of ‘validation’ and how it is addressed in this thesis
‘number in the buffer’ and ‘waiting time (of an arbitrary arrival)’, etc. The ‘state’ of this system at time $t$ could be $k$ jobs in the system and $t_w$ expected waiting time etc. Examples of ‘events’ that would change the state of the system are the arrival of a job and the departure of a job, etc.

‘Simulation’ is done by designing a ‘model’ of the real system, which usually contains only those elements of the real system which are necessary for the purpose of the study. For instance in the above example of the router, the model defined for a queueing simulation study would only contain the buffer and the server (i.e. the LAN interfaces and any other hardware details of the router are left out). All the models employed in the experiments of this research are described in the relevant chapters (Chapter 4-6).

### 2.3.3 Types of models

It is useful to identify the characteristics of a model prior to considering simulation. These characteristics fall under the following categories:

- **Continuous-time Vs discrete-time models:**

  ![Diagram](image)

  Continuous-time models are where the system state is defined at all times, while discrete-time models are where the system state is defined only at particular instants in time (the state can either be continuous or discrete – see next category).
Continuous-state Vs discrete-state models:

A model is said to be of continuous-state or discrete-state depending on whether the state-variables are continuous, i.e. they can take an uncountable number of values (e.g. time spent in the system), or discrete, i.e. they can only take certain values (e.g. number of jobs in the system can only take integer values). Further, continuous or discrete states can be measured in either continuous or discrete time.

Deterministic Vs probabilistic models:

In a deterministic model, the output can be predicted with certainty (i.e. all repetitions with the same input parameters produce the same output), while in a probabilistic (also called stochastic) model, different results may be produced on repetitions for the same set of input parameters (with varied seeds in the Random Number Generator (RNG)\(^1\)).

\(^1\) See section 2.3.4.2 for a description of RNG.
- **Static Vs dynamic models:**
  A model in which time is not a variable is called static. If the system state changes with time, the model is called dynamic.

- **Linear Vs nonlinear models:**
  ![Graphs showing linear vs nonlinear models](image)
  If the output parameters are a linear function of the input parameter, the model is linear; otherwise it is nonlinear.

- **Open Vs closed models:**
  ![Queue diagrams showing open vs closed models](image)
  An open model is where the input is external to the model and independent of it, while a closed model has no external input.
Stable Vs unstable models:

If the dynamic behaviour of the model settles down to a steady state, it is called a stable model. On the other hand if the behaviour is continuously changing, the model is said to be unstable.

Models of communication networks are typically continuous-time, discrete-state, stochastic, dynamic, nonlinear, open and stable models.

2.3.4 Credibility of simulation results

Once the required type is identified, the model can now be built and used in simulation experiments and results can be obtained. There are two main factors that must be considered in this process in order to ensure the credibility of produced results [8]. They are;

1. Verification and validation of simulation model
2. Use of model in a valid simulation experiment

The above factors are discussed in the order shown in Figure 2-1.
2.3.4.1 Verification and validation

Verification refers to determining whether the proposed simulation model has been correctly translated into a computer program. Validation is concerned with determining if the simulation model is a correct representation of the actual system for the particular objectives of the study. Note that a model that is valid for one purpose may not be valid for another [7]. Therefore, validation techniques may differ from one simulation to the other; however, the same verification techniques could normally be applied in most cases [1].

The following verification techniques which are given in ref. [1] were applied to the simulation models used in this research:

- Anti-bugging (having additional checks and outputs in the program, e.g. packet drops when drops are not expected)
- Structured walk-through (explaining the code to another person)
- Simplified test cases (e.g. running with only one traffic source)
- Trace (print out a time-ordered list of events, e.g. time of entering and leaving the queue for each packet, which is checked through manually)
• Continuity test (running the simulation several times with slightly different values of input parameters which should produce only slight changes in the output, e.g. increase the load by 5%)
• Seed independence (checking if similar results are produced for different seed values in the RNG)

As mentioned, the exact techniques of validation may depend on the particular study; however, in all cases, there are three main aspects of the model that need to be validated; they are: assumptions, input values and output values. Each of these aspects may be validated by comparison with one or more of the following: expert intuition, real system measurements and theoretical tests, depending on which ones are possible and feasible [1].

In this research, the assumptions (e.g. use of a buffer that can hold an unlimited number of packets) were validated by expert intuition; input values were validated by expert intuition and by keeping to standard values as much as possible (e.g. standard VoIP talkspurt and silence periods); finally, output values were validated by comparison against theory where possible (e.g. packet-scale queue state distributions) and by expert intuition otherwise. Real system measurements were not available.

2.3.4.2 Use of model in a valid simulation experiment

Ensuring the validity of a simulation experiment involves two main aspects, which are, the application of appropriate Random Number Generators (RNG) and the appropriate analysis of simulation output data. RNGs are discussed first.

2.3.4.2.1 Random Number Generators (RNG)

As with the simulation of any system with random components, the simulation experiments of queueing models described in this thesis involve a number of random variables, e.g. packet inter-arrival times, burst times, idle times etc. This requires generating random values that appear to be “drawn” from specified distributions such as exponential, Pareto etc. Law and Kelton [7] refer to this
process as ‘generating random variates’, which is defined as obtaining observations on a random variable, from the desired distribution. Further, random variates generated from the uniform distribution [0,1] are called ‘random numbers’. Random variates of all other distributions are obtained by transforming random numbers in a way determined by the desired distribution [7]. Therefore, RNGs play a vital role in all (stochastic) simulation experiments.

RNGs essentially consist of mathematical formulae by which ‘random’ numbers are generated. The prefix ‘pseudo’ is often added to random (i.e. pseudo-random) to indicate that the values are computed, not observed with some real-world chance mechanism. Moreover, it should be noted that ‘random’ here does not imply the values are unpredictable [9].

An RNG can be thought of as a long sequence or stream of numbers, where producing a random number corresponds to retrieving the next number from that sequence. If this sequence comes to an end before the end of the simulation, the RNG will repeat the sequence, which may result in undesired correlation. Therefore, the maximum number of values that can be generated by an RNG before it starts repeating itself, called the ‘period’, is an extremely important characteristic. The starting point of the sequence can normally be chosen by the user: this starting value is called the ‘seed’. Different seeds can be chosen for the different random processes which may exist in the simulation (called multiple processes), e.g. packet arrivals and service times1.

The RNG employed in this research is the combined multiple recursive generator called MRG32k3a proposed by L’Ecuyer [10] and implemented in NS2 (from version ns-2.1b9 onwards) by Weigle in April 2002 [11, 12]. MRG32k3a is known to have satisfactory uniformity in the random numbers generated [8, 13]. It is also fast, in comparison to other RNGs [13]. The period is $3.1 \times 10^{57}$ which can provide ample values (without repeating sequences) for the simulation of systems requiring multiple processes [14]. See Appendix A for a detailed explanation on how

---

1 ‘Service-time’ is the time it takes to serve a packet.
MRG32k3a provides multiple independent processes across multiple runs of simulations.

In NS2, it is not normally necessary to explicitly set the seeds as this is done automatically. However, if required, the seed can also be set by the user: this provides reproducibility, one of the most important properties of a ‘good’ RNG [7]. The ability to reproduce an exact copy of a given stream of random numbers is essential when carrying out certain comparisons precisely, e.g. comparing the operation of two scheduling disciplines for the exact same process of arrivals (e.g. see simulation results of WRR and WFQ in section 6.2). Reproducibility also helps the verification process [15], e.g. in tracing.

2.3.4.2.2 Appropriate analysis of output data

The primary factor that determines the type of analysis process is the type of simulation experiment with regard to output analysis, which is considered first, which includes a discussion on transient periods. Thereafter, methods of obtaining sample means from raw data are discussed.

Types of simulations:

There are two types of simulations with regard to output analysis. It is important to identify which one is the most appropriate for the study in concern as certain aspects of setting up the simulation depends on the specific category [7]. They are terminating and non-terminating simulations.

A terminating simulation is one for which there is a specific “final” condition which could either be the system reaching a particular state (e.g. an empty queue) or a time point beyond which no useful information could be obtained (e.g. end of busy hour or a system that shuts down at 5pm everyday). In a terminating simulation, the initial conditions generally affect the desired measures; therefore, it is important to ensure that these conditions are representative of those of the actual system [7, 16].

A non-terminating simulation is one for which there is no specific final condition. Measurements are taken in the “long run” or when the system reaches “steady-
state”\(^1\), e.g. steady-state buffer occupancy of a queue fed by a continuous flow of traffic. Steady-state is theoretically reachable by a system after an infinitely long period. However, simulations must be executed and measurements taken within a finite period of time, which means obtaining accurate measurements in a non-terminating simulation is challenging [8].

All simulations presented in this thesis belong to the non-terminating category. This is because there is no specific final condition; therefore, it is the steady-state distributions of performance measures such as queue state, system time etc. that should be compared with the theoretical or analytical equivalents.

An important issue that must be taken into account with non-terminating simulations is the initial transient (also called “warm-up” or “burn-in”) period, which refers to the period during which any observations made of the system are considerably affected by its initial state, i.e. biased. See Figure 2-2 for an example where \(D_i\) denotes the delay experienced by the \(i^{th}\) packet entering an M/M/1 queue, for various initial states (i.e. ‘number in the system at time 0’, denoted by \(X_0\)). \(E(D_i)\) is the ‘transient’ mean delay while \(D'\) is the ‘steady-state’ mean delay. Notice that \(E(D_i)\) during the so called transient period is significantly affected by the corresponding initial state of the system. \(E(D_i)\) eventually converges to \(D'\), which is the value that will be of interest.

Note that while the steady-state distribution of the target variable does not depend on the initial state, the rate of convergence of the transient distribution to the steady-state distribution, does. This is observable in Figure 2-2 where e.g. the \(X_0=15\) case converges much faster than the \(X_0=0\) does. Also note that steady-state does not imply that the random variables \(D_i, D_{i+1}\) will all take the same value in a particular simulation run; rather, it means that they will all have approximately the same distribution across multiple runs, irrespective of the initial state (unlike in the transient period) [7].

---

\(^1\) Non-terminating simulations are often referred to as ‘steady-state simulations’.
The obvious way of obtaining a less biased result is to exclude the data collected during the transient period, when calculating steady-state estimates. However, determination of the lengths of the transient periods has proved to require quite elaborate statistical techniques [8]. In this thesis, the transient period of a single replication was taken as 1/50 of the total simulation time, which proves to be satisfactory as seen with the validations carried out at various stages (e.g. see Chapters 4-6). The transient data was excluded by resetting the relevant data distributions at 1/50 of the simulation length.

Obtaining sample means (for appropriate output analysis):

Output analysis is concerned with estimating a simulation model’s (i.e. not necessarily the actual system’s) true characteristics. Further, it is important to distinguish between validation and output analysis: this can be clarified with the following example:

Consider a simulation model constructed in order to estimate the mean of a certain property (denoted by $\mu$) of a system. Note that the mean produced by the simulation
model (denoted by $x'$) will not necessarily be the same as $\mu$. Suppose an estimate $x_i$ of $x'$ is made by a single simulation run. The error in $x_i$ as an estimate of $\mu$ is given by:

\[
\text{Error in } x_i = |x_i - \mu| = |x_i - x' + x' - \mu| = |x_i - x'| + |x' - \mu|
\]

Validation is concerned with making the second absolute value (i.e. $|x' - \mu|$) small, while output analysis is concerned with making the first absolute value (i.e. $|x_i - x'|$) small. Therefore, analysing output data to correctly estimate the model’s true characteristics is an important step in simulation experiments [1, 7].

The three main methods of analysing the output of stochastic simulations are, independent replications, batch means and regeneration [1].

The method of independent replications is based on repeating the simulation with a different seed value in the RNG, which was the method used throughout this research. This method is based on the assumption that the mean values of independent replications are independent even though the observations in a single replication are often correlated, e.g. the waiting times of packet $i$ and $(i + 1)$ in a single replication are highly correlated, whereas the waiting time of packet $i$ in two distinct replications are independent (and therefore the mean values are independent).

The procedure is to conduct $m$ replications of size $(n_o + n)$ each, where $n_o$ is the length of the transient phase. The first $n_o$ observations of each replication are discarded and the rest are used to compute the mean of each replication ($\bar{x}_i$) as follows:

\[
\bar{x}_i = \frac{1}{n} \sum_{j=n_o+1}^{n_o+n} x_{ij} \quad i = 1, 2, \ldots, m
\]

Where $x_{ij}$ is the $j^{th}$ observation of the $i^{th}$ replication.
Then the overall mean for all \( m \) replications \( (\bar{x}) \) is computed as follows:

\[
\bar{x} = \frac{1}{m} \sum_{i=1}^{m} x_i
\]

Finally, the Confidence Intervals (CI) need to be calculated, due to the following reason. Obtaining the true mean of the model (i.e. \( x' \)) would require an infinite number of independent observations, which is clearly impossible. The best that can be done is to employ a finite number of observations (called a sample) and get probabilistic bounds; i.e. it is possible to get two bounds \( c_1 \) and \( c_2 \) (see Def 2.1), such that there is a high probability \( 1 - \alpha \), that \( x' \) is in the interval \( (c_1, c_2) \).

\[
\Pr\{c_1 \leq x' \leq c_2\} = 1 - \alpha \quad \text{Def 2.1}
\]

The interval \( (c_1, c_2) \) is called the Confidence Interval (CI) for \( x' \), while \( \alpha \) is called the significance level. Further, \( 100 \cdot (1 - \alpha) \) is called the confidence level and is traditionally expressed as a percentage (typically near 100%).

Let \( Z_m \) be the random variable \( \left| \frac{\bar{x} - x'}{\sqrt{d^2 / m}} \right| \) where \( d^2 \) denotes the variance of \( x' \). The central limit theorem states that if \( m \) is ‘sufficiently large’, \( Z_m \) will be approximately distributed as a standard normal variable (regardless of the distribution of \( x_i \)'s). Further, for large \( m \), \( \bar{x} \) is approximately normally distributed with mean \( x' \) and variance \( d^2 / m \). Since \( d \) is not generally known, \( d^2 \) is replaced by \( s^2 \) (sample variance) and the random variable \( t_m = \left| \frac{\bar{x} - x'}{\sqrt{s^2 / m}} \right| \) is defined. Since \( s^2 \) converges to \( d^2 \) as \( m \) gets large, it follows from the central limit theorem that \( t_m \) is approximately normally distributed for large \( m \). Therefore,

\[
\Pr\left\{ -z_{1-\alpha/2} \leq \frac{\bar{x} - x'}{\sqrt{s^2 / m}} \leq z_{1-\alpha/2} \right\} = \Pr\{x - z_{1-\alpha/2} \sqrt{s^2 / m} \leq x' \leq x + z_{1-\alpha/2} \sqrt{s^2 / m}\} 
\approx 1 - \alpha
\]

where \( z_{1-\alpha/2} \) is the \( (1 - \alpha / 2) \) quantile of the standard normal distribution such that the probability of the random variable being less than \(-z_{1-\alpha/2}\) is \( \alpha / 2 \); similarly, the
probability of the random variable being more than \( z_{1-\alpha/2} \) is also \( \alpha / 2 \); therefore, the probability that the variable will lie between \( -z_{1-\alpha/2} \) is also \( 1 - \alpha \).

Hence, a \( 100 \cdot (1 - \alpha) \) confidence interval \((c_1, c_2)\) is given by:

\[
\left[ \bar{x} - z_{1-\alpha/2} \sqrt{s^2 / m}, \bar{x} + z_{1-\alpha/2} \sqrt{s^2 / m} \right]
\]

Therefore, a \( 100 \cdot (1 - \alpha) \) confidence interval \((c_1, c_2)\) is given by:

\[
\left[ \bar{x} - z_{1-\alpha/2} \sqrt{s^2 / m}, \bar{x} + z_{1-\alpha/2} \sqrt{s^2 / m} \right]
\]

When \( m \) is not ‘sufficiently large’ (typically \( m \leq 30 \) [1]), the actual probability that the population mean would be in the interval calculated using Def 2.2 will generally be less than \( 1 - \alpha \). Therefore, the following alternative definition is used for smaller samples:

\[
\left[ \bar{x} - t_{[1-\alpha/2; m-1]} \sqrt{s^2 / m}, \bar{x} + t_{[1-\alpha/2; m-1]} \sqrt{s^2 / m} \right]
\]

where \( t_{[1-\alpha/2; m-1]} \) is the \( (1 - \alpha / 2) \) quantile of the \( t \) distribution with \( m - 1 \) degrees of freedom. Def 2.3 yields an exact \( 100 \cdot (1 - \alpha) \) CI in the case where the underlying \( \bar{x}_i \) are normally distributed (as the random variable \( t_m \) has a \( t \) distribution with \( m - 1 \) degrees of freedom when \( \bar{x}_i \) is normally distributed); in other cases, it will result in approximate CIs. Note that

\[
t_{[1-\alpha/2; m-1]} \rightarrow z_{1-\alpha/2} \quad \text{as} \quad m \rightarrow \infty \quad [7].
\]

The confidence level used when presenting results in this report is 90% (i.e. \( \alpha = 0.1 \)); i.e. there is a 90% probability that the true mean of the model would be in the interval \((c_1, c_2)\). Chapter 4 makes use of Def.2.3 (as \( m=30 \)), while Chapters 5 and 6 use Def. 2.2 (as \( m=100 \)).

Further, width of CI is inversely proportional to \( \sqrt{mn} \); thus, a narrower CI could be obtained by increasing either \( m \) or \( n \). However, increasing \( n \) is recommended in order to reduce the waste involved in discarding the transient events, \( n_o \) [1]. Therefore, in this research, \( n \), i.e. the length of a single run, was increased as high as the available resources permitted.

The second method of analysing the output of stochastic simulations is the method of batch means. It works by running a single long simulation, removing the
transient period and dividing the remaining observations into ‘batches’. Each batch is treated similar to an independent run in the previous method [1]. While the batch means method incurs less waste as the transient period occurs only once, there is a risk of significant correlation among batches if the batch size is not chosen carefully. In addition, the national supercomputing service used for the majority of the simulations presented in this thesis\(^1\) was designed for a large number of short jobs rather than a small number of long jobs. Due to these reasons, the batch means method was not employed in this research.

The other method of output analysis is the method of regeneration. This method relies on so called ‘regeneration points’, which essentially refer to the system returning to the initial state [1] (e.g. in a model with \(N\) queues, a regeneration point would be when all \(N\) queues are empty). The mean values of the regeneration cycles are used to calculate the overall mean; however, this calculation is more complex than in the other two methods since the length of a cycle is variable; also, extra processing is required in order to determine the regeneration points. Additionally, similar to the batch means method, this requires running a very long simulation which was not possible with the resources that were available for this research. Hence, the method of regeneration was not chosen.

### 2.3.5 Simulation clock

For dynamic models (i.e. state changes with time), it is necessary to keep track of the simulation time (notice this is different to real time) throughout the entire simulation. This is achieved by means of a simulation clock. There are primarily two approaches for advancing the simulation clock. The first approach, namely fixed-increment time advance, increments the simulation time by a fixed amount and checks to see if there are any events that are scheduled to occur. The second one, called next-event time advance, increments the time to the scheduled time of the next earliest occurring event. This is the approach currently used by most simulation software (including NS2) as events in real systems do not generally occur at fixed time intervals; thus saving on simulation time (as periods of inactivity

---

\(^1\) The national supercomputing service employed for this research is HPC at University of Manchester (and later HPCx at University of Edinburgh).
are skipped over). These are called event-driven simulators. Naturally, the real time taken to complete an event-driven simulation depends on the number of events to be simulated.

2.4 Accelerated Simulation

2.4.1 Introduction

Event-by-event simulation modelling of present day packet networks is often intractable with available resources. For example, taking into account probabilities in the order of $10^{-3}$ which are currently used to specify packet loss probabilities in IP networks [17], obtaining just one thousand of these rare events by an event-by-event simulation would require the simulation of at least one million events, which would require a substantial amount of computer time and memory. As an example on a larger scale, it has been estimated that simulating just hundred seconds of Internet activity would require more than a year of CPU time, about 300 terabytes of main memory, and 1.4 petabytes of disk storage [18], which is impractical. Therefore, it is essential to explore methods that would minimize the amount of computer resources required for simulations and produce acceptable results within a reasonable time limit: this is where Accelerated Simulation (AS) comes in.

AS enables desired results to be obtained faster than in an ordinary simulation. This is mainly achieved by one (or the combination) of two methods, which are:

- Method 'a': Decreasing the number of total events required to obtain desired results
- Method 'b': Increasing the number of events per unit-time

The AS techniques developed in this research are based on method ‘a’; therefore, this is where the focus is on (section 2.4.2), and the term AS is commonly used throughout the rest of the thesis to refer to techniques of this type. Techniques based

---

1 This estimation has been made in the year 2002. Given the growth of the Internet between then and now, a 100-second simulation of the current Internet would require even more computer resources than estimated in [18].
on method 'b' are not the focus of this research; however, they were utilized in simulating the majority of the scenarios presented in this thesis; therefore, method 'b' is also briefly described (section 2.4.3). Note that while method 'b' reduces the real time taken to complete a simulation, it does not reduce the amount of computer resources (e.g. memory) used; whereas method 'a' does both, i.e. reduces both the required resources and (therefore) the time.

2.4.2 Decreasing the number of events (Method ‘a’)

2.4.2.1 Speed-up factor

The speed-up factor (denote by $\xi$) is defined in this thesis as the number of events that need to be simulated in order to obtain a particular result (i.e. for the system to reach a given state) in the original model (i.e. non-accelerated), as a ratio to that of the AS model.  

\begin{equation}
\xi = \frac{H_0}{H_A}
\end{equation}

where $H_0$ and $H_A$ are the total number of simulated events in the original and AS models respectively.

Def. 2.4 denotes that the AS model will have $\xi$ times less events to simulate, which means in an event-driven simulator, the AS model would theoretically run $\xi$ times faster (i.e. takes $\xi$ times less wall-clock time) than the original one.

2.4.2.2 Techniques

AS techniques based on method ‘a’ are normally achieved through creating a simpler model of the system by removing or summarising detail considered less important. Consequently, the corresponding computer program(s) would be simpler and would require less computer memory and run faster.

---

$^{1}$ Speed-up factor is sometimes defined based on the state that can be reached by a given number of events in the original and AS models (therefore called ‘state-coverage’), e.g. ref [19].
Researchers have experimented with numerous AS techniques which reduce the number of events and achieved various degrees of success in terms of complexity and accuracy. One of the earliest acceleration techniques called ‘Importance Sampling’ (IS), is where the probabilities of the events are modified based on their relative importance to the required result [19]. Therefore in this method, a modified (or biased) probability distribution is introduced, in which the rare events of interest are forced to occur more frequently. Hence, IS is called a ‘rare-event-provoking’ (Figure 2-3(ii)) technique. Increasing the rare event probability means that the overall number of events to be simulated is reduced, requiring less computer resources. Further, the simulation outputs are weighted in order to adjust for any undesired effects caused by employing the biased distribution. Ref. [20] and [21] present extensions of IS for estimating cell-loss probabilities in ATM switches. Ref. [22] presents two efficient algorithms based on IS for heavy-tailed traffic. Ref. [23] and [24] are also examples of application of IS to Long Range Dependent (LRD) traffic.

Another well-known rare-event-provoking method is the RESTART (REpetitive Simulation Trials After Reaching Thresholds) technique. Consider a rare event $A$, the probability of which must be estimated, and an event $C$ is defined such that $C \supseteq A$ and $p\{A\}<<p\{C\}<<1$. Then, from Bayes Theorem, $p\{A\}=p\{C\}.p\{A/C\}$. In an ordinary simulation, one cannot obtain a very good estimation of $p\{A/C\}$ since it is only estimated from the small portion where $C$ occurs. Therefore, in RESTART, this estimation is improved by having repeated simulation trials of the portion where $C$ occurs, giving a greater confidence in estimating $p\{A\}$ [25]. Ref. [26] has developed a fast simulation technique based on RESTART, which is capable of accelerating the simulation up to six orders of magnitude. Further, it includes a heuristic to determine the RESTART thresholds (which determines the points at which to repeat the simulation) which runs transparently to the user.
Another method of reducing the number of events required to obtain results is ‘variance reduction’. Here, the RNG streams are manipulated to introduce correlation among multiple runs so that the variance of the sample mean is reduced [1]. This is difficult as it requires considerable familiarity with the model in order to choose which parameters the correlation should be introduced to [27]. Also, if this is not done carefully, the results may turn out to have increased variance than in the ordinary simulation.

In addition to the above techniques and their extensions, there have also been various novel developments on AS techniques which reduce the number of events.
One such technique that was mainly aimed at ATM networks is the cell-rate method, where an ‘event’ is characterised by the change in the cell arrival rate (rather than the arrival of an individual cell) largely reducing the number of events to be simulated. This technique has demonstrated speed-up factors up to five (when compared with the cell-by-cell simulation) [28].

Another method, classifies the network traffic as foreground traffic and background traffic, and only the foreground traffic (which is of interest to us) is simulated. The background traffic is handled analytically; the service times of the foreground traffic is adjusted to compensate for the missing background traffic [29]. This is an example of a hybrid model, where both analysis and simulation are used to achieve AS. This gives a substantial reduction in the overall number of events to be simulated; however, validation tests have shown that there are some differences between the original and accelerated models. Therefore, the accelerated model is further adjusted with the use of a neural network [30]. In this technique, speed-up factor depends on the ratio of the number of events in the foreground and background traffic.

Yet another combination of analysis and simulation uses the concept of aggregating traffic sources. Note that the number of sources has a major impact on the run-time of a simulation. This technique replaces $N$ multiplexed Short Range Dependent (SRD) traffic sources by a single equivalent ON-OFF source, which not only reduces the simulation time but also simplifies the scenario [31, 32]. Ref. [33, 34] extends the this technique to be applicable to Power-law traffic, where it has also been successfully demonstrated in conjunction with the RESTART technique, achieving significant levels of speed-up (in the form of ‘state-coverage’ – see section 2.4.2.1) as well as accuracy. Hence, this is a good example of successful concatenation of AS techniques. Experimental results have shown the state coverage of this combined technique to be $\approx 3 \times 10^5$ which is a substantial improvement compared with the $\approx 10^4$ state coverage of the original model for the same number of events. An extension of this technique defines an event to be many packet-by-packet events of the technique in ref. [33, 34], achieving a further reduction of ‘events’

---

1 This technique is used later in this thesis – see Chapter 5.
This technique has been successfully demonstrated on a Priority Queueing discipline\(^1\), which is a variation of FIFO.

Another similar traffic aggregation technique exists in the literature where the single aggregate source is modelled based on fractional Brownian Motion (fBM). fBm is a Gaussian process with mean rate \( \lambda \), and variance of increments over time \( t \) given by \( \sigma^2 t^{2H} \), where \( \sigma \) and \( H \) (0,1) are constants. \( H \) is the Hurst parameter; depending on whether \( H>1/2 \) or \( H<1/2 \), the process is long or short-range dependent, respectively [36].

Ref. [37] presents SSIM (Session-level SIMulator), a new simulator based on the Time-Stepped Fluid Oriented (TSFO) approach for the acceleration of Mobile Ad Hoc NETworks (MANET) simulations. ‘Fluid Oriented’ means a close group of packets is modelled as a packet stream or packet train. Events are only generated when the rate of a traffic flow (packet stream) changes (similar to [28]). Since the rate of the traffic fluid generally changes at a rate much slower than the packet sending rate, the simulator is expected to handle fewer events. ‘Time-stepped’ means the simulation clock is divided into equal-sized units called ‘time-steps’ and a constant arrival rate is assumed within one time-step (i.e. ignoring the traffic variation during that period); thus achieving a reduction in the number of events.

2.4.3 Increasing the number of events per unit-time (Method ‘b’)

The obvious way to increase the number of events per unit-time, i.e. to shorten the real time taken to complete the simulation, would be to use a faster processor (Figure 2-3(iii)); however, it is more common to employ a number of processors simultaneously, i.e. parallelise. This can be done in two ways, which are; ‘Parallel And Distributed Simulation’ (PADS) and ‘Parallel Independent Replicated Simulations’ (PIRS) [27].

PADS (e.g. [38, 39]) is done by identifying sub-systems in the system to be modelled (e.g. nodes in a network), so that each sub-system can be modelled using a

\(^1\) See section 3.2 for the definition of ‘Priority Queueing’.
separate processor. While this can theoretically achieve a speed-up\(^1\) equal to the number of processors, in practice it will be much less as the need for synchronization adds to the processing required. Further, it can be difficult to allocate sub-systems which result in the efficient use of resources [27].

PIRS (e.g. [40, 41]), on the other hand, is where the separate processors are used to carry out concurrent randomised replications of the same simulation, which is the method used in this research\(^2\). This method achieves a speed-up equal to the number of processors (as synchronisation or communication among processors is not necessary) [27]. Note that multiple processors can also be used to explore different sample paths (i.e. different input parameters) for the same model. Figure 2-4 illustrates the difference between PADS and PIRS.

\[\text{Figure 2-4 Methods of simulation parallelisation: PADS Vs PIRS [27]}\]

\(^1\) For method ‘b’, ‘speed-up’ means the reduction in wall-clock time, as there is no event reduction.

\(^2\) The national supercomputing service was employed in order to achieve PIRS in this research.
2.5 **Simulation tool: Network Simulator 2**

The simulation tool used throughout this research is Network Simulator 2 (NS2)\(^1\) [42], which is the most widely accepted event-driven network simulator today. It is of open source nature\(^2\). The core implementation is done in C++ (hence it is object oriented), while simulations can be set up via OTcl (the object-oriented version of Tcl) scripts (see Figure 2-5). The combination of the two languages offers a good compromise between performance and ease of use.

![Figure 2-5 Layout of NS2 [43]](image)

A graphical tool called Network AniMator (NAM) can be used to obtain a visual representation of the topology and an animation of events (e.g. flow of packets); however, it is not appropriate for statistical analyses. The standard way of performing statistical analysis on NS2 is to generate ‘trace’ files (i.e. text files which record events) and carry out post-scripting (e.g. awk, perl etc.) on these files to obtain summarised statistics (e.g. queue state probability distribution). However, trace files usually contain large amounts of data as they’re in a raw format (i.e. not summarised), which results in consuming large amounts of disk-space and drastically slowing down the simulation. Also, the post-processing is an additional workload. Therefore, a more sensible way of obtaining statistical results from an NS2 simulation, which is the approach used throughout this research, is to extend the C++ code to directly output the summarised statistics of interest; thus avoiding

---

\(^1\) NS2 version 2.27 was used at the start of this research, and version 2.29 later.

\(^2\) Two other known network simulators are Opnet and QualNet, both of which are licensed software.
the creation of trace files and post-processing\textsuperscript{1}. The amount of additional processing required for generating these summarised statistics is negligible, unlike when generating trace files. All extended code were verified by using the techniques described in section 2.3.4.1, e.g. anti-bugging, simplified test-cases etc.

One major disadvantage of NS2 is limited documentation, when compared with commercial software. Nevertheless, as experienced throughout this research, most problems can be solved by inspection of the source code and/or via the mailing list, which is effective because of the large user community. Another difficulty is, NS2 (as most simulators do) consumes a large amount of memory: the access to high performance computers in this research, minimised this issue to a large extent.

2.6 Summary

Simulation is the most common approach to network performance evaluation. The simulations typically used to model communication networks are of continuous time, discrete state, stochastic and dynamic nature. Advancing the simulation clock is done in an event-driven manner, as a result of which the real time taken to complete a simulation depends on the number of events to be handled in the simulator.

The main difficulty in simulating large networks using event-driven simulators is caused by the very large amount of computer time and memory required in order to obtain results. Hence, AS techniques attempt to obtain required results faster than in an ordinary simulation. This can either be done by increasing the number of events per unit-time or by decreasing the total number of events to be simulated: the latter (which is commonly referred to as AS in the rest of the chapter) is the focus of this research, which is achieved via traffic aggregation techniques. Reducing the number of events that need to be simulated cuts down the amount of resources required, and as a result enables the simulation of larger networks with the use of fewer resources. Existing AS techniques which reduce the number of events such as IS, RESTART, cell-rate simulation, traffic aggregation and TSFO have achieved considerable levels

\textsuperscript{1} The only occasion where additional scripting was used in this research was to calculate the mean values from independent replications of simulations.
of speed up; however, these techniques are only applicable to FIFO scheduling disciplines (and its variations), whereas AS models based on the aggregation techniques developed in this research are applicable to Processor-Sharing and related disciplines.
Chapter 3

NON-FIFO SCHEDULING

3.1 Introduction

This chapter first presents the drawbacks of FIFO-scheduling in packet networks where traffic flows from many applications share the same links. Alternative scheduling mechanisms are discussed next, starting with Polling Systems in section 3.3. Then the ideal concept of Processor Sharing (PS) is discussed in section 3.4, where Generalised PS (GPS) is introduced. Finally, practical approximations to GPS and their advantages and disadvantages are briefly discussed.

3.2 Drawbacks of FIFO

When dealing with elastic traffic (i.e. under closed-loop control), performance mainly depends on the way the bandwidth is shared by the contending flows [44]; in FIFO, this would depend on the sending rate of each flow. This situation is vulnerable to ‘unfair’ allocation of bandwidth, where some flows may get a larger share of the bandwidth than the others, depending on their sending rates. For example in an extreme case where there is a severely ill-behaved source on the network, it could be continuously sending packets at a very high rate, occupying all of the available bandwidth, forcing the packets from other sources to wait further down in the queue experiencing excessive delays.

Priority Queueing (PQ) which is a variation of FIFO, attempts to provide protection from ill-behaved sources and minimise the delay experienced by packets with higher priority levels. In this discipline, the lower priority packets will only be
served when all of the higher priority ones have finished service. The priority levels of packets are normally assigned based on the applications they belong to. PQ offers some guarantee for the packets with higher priority; however, the lower priority packets may be starved by the higher priority ones. Therefore, there still may not be a fair allocation of bandwidth.

The term ‘fairness’ is used here to mean its simplest form, i.e. all flows get the same share of the available bandwidth at a bottleneck. If a particular flow(s) cannot fully use its (their) share (e.g. due to low sending rates), then the excess bandwidth is shared equally among the remaining flows [45].

As discussed above, FIFO queueing does not guarantee a fair share of bandwidth for all the flows. Therefore, researchers have explored alternative scheduling mechanisms, which are discussed next.

### 3.3 Polling Systems

Polling systems have been extensively studied in the literature and are used in many fields. From the point of view of communication networks, a polling system is where a number of sub-queues (each containing packets from a particular traffic class) are served either in a cyclic (called cyclic polling systems) or random (called random polling systems) manner. Assume a total of $N$ sub-queues. After serving sub-queue $i$, a cyclic polling system would serve (or poll) sub-queue $i+1$, while a random polling system would serve sub-queue $j$ ($1 \leq j \leq N, j \neq i$) [46].

The number of packets served from a sub-queue during each cycle (also called period) depends on the type of service offered, which falls into the following three categories: i) exhaustive service ii) gated service iii) limited service. In the exhaustive discipline, the server will continue to serve the same sub-queue until its buffer is emptied, i.e. even the packets which arrive after the sub-queue was polled are also served within the same period. In the gated discipline, only those packets which were waiting in the buffer at the time the sub-queue was polled are served during the current period (this is similar to a ‘gate’ closing behind the packets already waiting, hence the name). In the limited approach, a sub-queue is served
until either a) the buffer is emptied, or b) a pre-defined number of packets are served, whichever occurs first [47].

Most practical polling systems go through a switchover time which is the time needed to switch from one sub-queue to another (sometimes called reply interval or walking time). Zero switchover times are sometimes assumed for the sake of simplicity in analyses.

Albeit an improvement from FIFO, the exhaustive and gated disciplines still run the risk of being affected by ill-behaved sources. The limited discipline in contrast, does not suffer from this problem as the number of packets served from any sub-queue in a cycle is limited. Therefore, a source sending packets at a very high rate would be effectively increasing the length of its own sub-queue and delaying its own service, but cannot affect others. However, one major drawback is the lack of consideration of packet lengths. Since one or more ‘packets’ are served in each cycle (irrespective of packet lengths), sources sending large packets would naturally receive more bandwidth than the ones sending small packets. The solution to this problem lies in the ideal concept called Processor Sharing (PS), discussed in the next section.

### 3.4 Processor Sharing (PS)

#### 3.4.1 Time-sharing and processor sharing

Time-sharing systems were first introduced in the early 1960s as an efficient method of providing ‘simultaneous’ computing services to multiple users. Time-shared computer usage is achieved by means of a Round Robin (RR) scheduler i.e. by giving each request a fixed quantum $Q$ of time on the processor, after which the request is placed at the end of a queue of other requests. In other words, the queue of requests is constantly cycled, giving each user $Q$ seconds on the machine during

---

1 A cyclic polling system which follows the limited service discipline with the pre-defined number of packets to be served at a time set to one, gives rise to the well-known Round Robin scheduling mechanism used in communication networks.
each cycle (Figure 3.1). The case for which \( Q \to 0 \) is called a processor-shared system (also referred to as zero-quantum RR [48]) in which users are cycling around at an infinite rate, receiving an infinitesimal quantum of service infinitely often. When the total service time received equals a user's required processing time, he then leaves the system. When \( k \) customers are in the system, each is receiving service at the rate \( C/k \) (where \( C \) is the total capacity of the server), and hence the name processor-sharing as all customers indeed appear to be (simultaneously) sharing the capacity of the processor equally [49]. Kleinrock summarises the two schemes as follows: “processor-sharing is when the customers are given a fractional-capacity of the processor on a full-time basis, while time-sharing is when customers are given the full capacity of the processor on a part-time basis” [50].

![Figure 3-1 The round-robin system [50]](image)

### 3.4.2 Extensions of PS

#### 3.4.2.1 Discriminatory PS and Generalised PS

PS divides the server capacity equally among all the users; however, this kind of fairness is not necessarily the most preferred in communication networks. For example, as the Internet evolves to support an ever increasing range of services, there is a growing need for service differentiation to satisfy the diverse requirements of heterogeneous applications [51]. In order to provide service differentiation, traffic classes with weighting factors are introduced such that an increase in the weight for a particular traffic class leads to an increase in its received share of the bandwidth [52]. This can be achieved by extending the PS model to a multi-class system. Two
such disciplines have emerged: they are, Discriminatory Processor Sharing (DPS) and Generalised Processor Sharing (GPS).

The DPS discipline (introduced in [49] under the name Priority PS) is a multi-class extension of the ordinary PS policy, with positive weight factors assigned to various classes of users. Similar to PS, the service capacity is shared among all users present, but at a rate calculated based on the respective weights and the total number of users present. Where the weight and number of users in class $x$ are $\phi_x$ and $K_x$ respectively ($x=1,\ldots,N$), each class $x$ user receives $\phi_x / \sum_{y=1}^{N} \phi_y K_y$ of the total service capacity [49, 52, 53].

As the service rates depend on the actual number of users present in the system, DPS does not guarantee a minimum service rate per class.

Similar to DPS, the GPS discipline divides the service capacity in accordance with class-dependent weight factors. The difference is that the capacity is not divided among all users present, but distributed across the classes, irrespective of the actual number of users present, and the users at the head-of-the-line of each (non-empty) class share the capacity. Therefore, GPS is known as Generalised Head-Of-the-Line (HOL) PS [51]. Given the weight associated with class $x$ is $\phi_x$, class $x$ receives $\phi_x$ (a minimum of $\phi_x$ to be more specific – see section 3.4.2.2) of the total capacity whenever it is backlogged, where $\sum_{x=1}^{N} \phi_x = 1$ [54].

Unlike DPS, the GPS discipline guarantees a minimum service rate to each class [51, 53] and has emerged as an important step towards achieving differentiated quality-of-service in integrated-service networks [54].

The cyclic manner of PS disciplines (similar to the limited polling system) ensures that an ill-behaved source continuously sending traffic cannot affect other sources.

---

1Note that in a communication network, the equivalent of a ‘user’ would be a traffic flow (assuming fluid traffic), e.g. traffic generated at a single source, while a ‘class’ may consist one or more traffic flows having similar performance requirements.
In addition, serving a fixed amount (in terms of infinitesimally small units rather than packets, i.e. traffic is considered to be a fluid flow) in each cycle ensures that the fairness prevails even in the case of dissimilar packet sizes across sub-queues. In fact, PS (and its extensions) schedule(s) in favour of shorter packets and discriminates against longer packets [55] (in a manner that differs from one discipline to the other, e.g. DPS and GPS); thus providing protection from ill-behaved sources, also overcoming the problems of both FIFO and polling systems. The rest of this chapter focuses on GPS due to its relevance to this research.

3.4.2.2 GPS and its practical approximations

The GPS model can be described as follows. Assume N classes and a total service rate of C. Each of the N classes has its own buffer (see Figure 3-2). Class x is assigned a weight factor \( \phi_x \) (\( \phi_x > 0, x = 1, \ldots, N \)), and as mentioned before, the sum of the weights is 1. Hence, class x has a guaranteed minimum rate of \( \phi_x \cdot C \), i.e., when all classes are backlogged (i.e. have non-empty buffers, hence requiring service), class x receives service at rate \( \phi_x \cdot C \). If some of the classes do not require service (i.e. empty buffers), then the surplus capacity is redistributed among the other classes in proportion to their respective weights. Therefore, a backlogged class x receives service at a rate \( \frac{\phi_x}{\sum_{y \in B_j} \phi_y} \cdot C \geq \phi_x \cdot C \), where \( B_j \) is the set of backlogged classes in the time interval \( (t_j - t_{j-1}) \).
The GPS discipline is an ideal that cannot be realised in practice as it requires packets to be infinitesimally divisible (due to the fluid traffic assumption)\(^1\). Various practical approximations have been introduced, which are discussed next.

3.4.2.2.1 **Weighted Fair Queueing (WFQ)**

WFQ maintains separate buffers similar to GPS, the difference is that the service in WFQ is packet-based (i.e. the fluid traffic assumption is not required). Fixed or variable length packets are served in an order determined so that, as far as possible, they complete service in the order which would prevail if they were in fact served using GPS; this is achieved by estimating the time at which each packet would have finished service in the ideal GPS system and then serving them in the increasing order of these finishing times (or service starting times in some WFQ algorithms).

Several WFQ algorithms exist, which differ from each other in the mechanisms used for estimating the service finishing (or starting) times. The Packet-by-packet GPS (PGPS) scheme (first proposed in [56] and implemented in [57]) is considered the closest approximation so far, to the theoretical (ideal) GPS Queue. It works by maintaining a hypothetical ideal GPS reference system to calculate the ‘Virtual Time’ (VT), which in turn is used to estimate the service finishing times and the packet with the smallest finishing time is served first\(^2\). Appendix B details the PGPS scheme, which was employed for some of the simulations presented in this thesis (see Chapter 4).

It has been demonstrated that the work accomplished on a given sub-queue in any interval in PGPS differs from that of the equivalent GPS system by at most one packet [58] (the largest packet, in the case of variable packet-lengths [59]). However, this tightly-constrained performance is achieved at the expense of a high computational complexity of \(O(\log(N))\), where \(N\) is the number of sub-queues \([60]\).
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\(^1\) This statement holds true for PS and all of its extensions (e.g. DPS, GPS etc.); however the focus is on GPS.

\(^2\) In a preemptive version of this algorithm, newly arriving packets whose finishing time is smaller than that of the one currently in service preempt the packet in service [56]. Due to practical reasons, the non-preemptive version is implemented in[57].
This is a result of the complications in keeping track of the VT and maintaining a sorted queue of finishing times.

Another popular WFQ algorithm is the Self-Clocked Fair Queueing (SCFQ) scheme (also known as Virtual Spacing [61]). Instead of linking VT (and therefore service finishing times) to a hypothetical reference system, SCFQ introduces a VT function which depends on the work in progress in the actual packet-based queueing system [62]. The elimination of the reference system makes SCFQ a much simpler technique to implement and it also achieves the fairness; however, the drawback is that it results in a higher end-to-end delay bound than PGPS. Another scheme called Start-time Fair Queueing (SFQ) schedules packets in the increasing order of the service starting times rather than the finishing times. VT is defined as the start tag of the packet in service at the time, which again eliminates the need for a reference system and is therefore computationally inexpensive [63]; however, this too suffers from the high end-to-end delay problem. Yet another technique, namely the Virtual Clock scheme [64] provides the same end-to-end delay bound as PGPS does, but has the disadvantage of unfairness [62].

### 3.4.2.2.2 Round Robin (RR) and Weighted Round Robin (WRR)

RR is another packet-based scheme which maintains a separate sub-queue for each traffic class. In the simplest approach, the HOL packet from each non-empty sub-queue is served per cycle. This gives rise to a limited polling system with the predefined number of packets set to one; which as explained in section 3.3, results in unfair allocation of bandwidth in the case of dissimilar packet sizes, and will not be a good approximation of GPS. As a solution, weights can be assigned to each sub-queue based on their respective packet sizes so that an appropriate number of packets (rather than one) can be served during each cycle such that the bandwidth is shared equally irrespective of the packet sizes: this is called WRR. However, if the packet sizes are not known or if there are variable packet sizes within the same sub-queue, then it is not possible to accurately define these weights. Therefore, a WRR system of this type, i.e. serving one or more ‘packets’ per cycle (hereafter referred
to as ‘standard-WRR’) is not a good approximation of GPS. Nevertheless, modifying standard-WRR to make the amount served per cycle (Q) a small, fixed value, rather than a whole packet and making Q infinitely small compared to the packet size (similar to the zero-quantum definition of PS – see section 3.4.1) results in an excellent approximation to GPS (which is illustrated later in this thesis – see Chapters 4 and 5). This approximation is named ‘WRR (Q → 0)’.

3.4.2.3 Deficit Round Robin (DRR)

DRR provides an alternative way of overcoming the variable packet length problem in standard-WRR while keeping the complexity at a minimum (as it is a packet based scheme); hence it is simpler than WFQ. As the name suggests, DRR uses a ‘Deficit Counter’ (DC) in order to schedule services [60]. The DC for each sub-queue is initialised to a predefined value. The sub-queues are served in a round robin manner; if the HOL packet length is less than that queue’s DC, then the packet is served, and DC is decremented by the packet size. If the packet size is larger than its DC, then it is queued and the DC is incremented by the quantum value. If a particular sub-queue is empty, its DC is reset. A variation of DRR called Deficit Weighted RR (DWRR) assigns different quantum values to each sub-queue based on weights. A further extension, namely Modified DWRR (MDWRR) is where the DCs are not reset when a sub-queue is empty [65].

DRR can be used as an approximation to GPS and is simpler to implement than WFQ algorithms, with a complexity of O(1); however, the accuracy of the approximation to GPS is not as good.

---

1 The ‘byte-mode WRR’ available in some simulators may come to one’s mind at this point; however, it should be noted that while byte-mode calculates certain values (e.g. average queues size, packet drop probability) in bytes rather than packets, the service is still carried out packet by packet; therefore it is still the standard WRR.

2 Variations of DRR are implemented by CISCO.

3 DRR can also be used to model DPS[53].
3.5 Summary

Albeit the simplicity, FIFO scheduling cannot guarantee the fair allocation of bandwidth to all the contending flows; the ideal solution is PS, where each user receives an infinitesimally small quantity of service per cycle. GPS and DPS are multi-class extensions of PS where the quantity served per cycle is generalised by assigning positive weight factors to each traffic class (which typically consists of one or more traffic flows). GPS, which guarantees a minimum service rate to each traffic class, is currently attracting interest as an important base for achieving differentiated quality-of-service in integrated-service networks.

In spite of being ideal, GPS cannot be realised in practice as it requires the packets to be infinitesimally divisible. Several practical approximations exist, where there is a trade-off between the closeness to GPS and the simplicity of implementation. For example, WFQ algorithms (e.g. PGPS), which have been extensively studied in the literature, are complex mechanisms which provide good approximations of GPS, while simpler mechanisms such as WRR, DRR do not resemble GPS very well (see section 3.4.2.2 for specific details). The novel GPS approximation employed in this in Chapter 4 (section 4.5) and Chapter 5 is a modified version of WRR, namely ‘WRR(Q → 0)’, where the amount served per cycle (Q) is modified to be infinitesimally small compared to the packet size. This implementation is validated at various stages in the relevant chapters.
Chapter 4

Performance Evaluation in the Presence of Poisson Traffic

4.1 Introduction

This chapter investigates the behaviour of a queueing system (e.g. at the output port of a router) fed by homogeneous Poisson traffic flows, scheduled by the GPS discipline. Novel traffic aggregation techniques to evaluate the queue state and System Time (ST) of a single flow are developed, which lead to Accelerated Simulation (AS) models which can substantially reduce the number of events that need to be simulated.

Section 4.2 defines the Poisson process. The topology and model employed in this chapter are described in section 4.3. The novel aggregation techniques for the evaluation of queue state (section 4.4) and ST (section 4.5) via AS models, are then presented, along with validation results. This is followed by a brief analysis of the speed-up factor that can be achieved by application of these aggregation techniques in AS models (section 4.6).

4.2 Poisson process

Poisson processes are often used to model the number of arrivals over a given interval, e.g. number of packet-arrivals to a queue, number of queries to a database (over a time interval $t$).
Consider the process shown in Figure 4-1 with arrivals at time $t_1$, $t_2$, etc.

![Figure 4-1 Arrival process]

If the inter-arrival times ‘$t_2-t_1$’, ‘$t_3-t_2$’, etc. are IID and exponentially distributed, the number of arrivals over a given time interval has a Poisson distribution (which is the limiting case of a binomial distribution) [1]: this is called a ‘Poisson process’. For a length of time $t$, the probability of $k$ arrivals in a Poisson process ($P_k(t)$) is given by;

$$P_k(t) = \frac{(\lambda \cdot t)^k}{k!} \cdot e^{-\lambda t} \quad \text{Eq. 4.1}$$

The mean of the exponentially distributed inter-arrival times is $1/\lambda$, i.e. $\lambda$ is the average number of events per unit time.

An important property (used in this chapter) of a Poisson process is that merging of $N$ Poisson streams with mean rate $\lambda_i$ results in a Poisson process with mean rate $\lambda$ given by [1];

$$\lambda = \sum_{i=1}^{N} \lambda_i \quad \text{Eq. 4.2}$$

### 4.3 Simulation Topology And Model

The simulation experiments presented in this chapter are based on the topology shown in Figure 4-2. The ‘Edge’ node is a router with an output port which can route packets to the ‘Destination’ node.
The ‘original model’ considered throughout this chapter is a model of the output port at the Edge node, consisting of a single queueing system (i.e. buffers and single server). See Figure 4-3. The output port is designed to allow $N$ homogeneous traffic flows ($flow \#1$ – $flow \#N$) to share the capacity of the server. Incoming packets are scheduled by the GPS discipline where there is a separate buffer for each traffic flow (with equal weights). The queue in a single buffer is referred to as a ‘sub-queue’; i.e. there is a maximum of $N$ sub-queues at a time. The buffers are assumed to have unlimited capacity to hold packets.

The ‘aggregate model’ introduced in this chapter consists of a single flow (i.e. one of the $N$ flows in the original model) which is the traffic flow of interest (Figure 4-4). Due to the homogeneity, the single flow in the aggregate model can be any arbitrary one from the original model. Therefore, $flow \#1$ can be chosen without loss of generality. Novel aggregation techniques are developed in the rest of this chapter, which ensure the queue state (section 4.4) and ST (section 4.5) of the aggregate model approximate those of $flow \#1$ (i.e. any single flow) in the original model.

---

1 In this chapter, one traffic flow belongs to one class; therefore, for simplicity, the term ‘flow’ is used to mean both ‘flow’ and ‘class’.
4.4 Queue state distribution of a single sub-queue: Poisson traffic

4.4.1 Introduction

‘Queue state’ (or queue length) is defined as the number of packets in the queue (i.e. sub-queue in this chapter). Section 4.4.2 presents a novel aggregation technique which ensures the queue state distribution of the aggregate model is the same as that of the original model. Section 4.4.3 describes the simulation set-up, while section 4.4.5 compares the original and aggregate models.

4.4.2 Novel Aggregation technique for queue state of single flow

As the aggregate model consists of flow #1 only, the original model is analysed from the point of view of flow #1. Define the service time per packet to be the fundamental Time Unit (TU). In the case of homogeneous flows scheduled with equal weights, the overall effect of the GPS scheduler will be approximately the same as the standard-WRR (see section 3.4.2.2.2). In (standard) WRR, consider the time at which a flow #1 packet has just completed service. Then, the next flow #1 packet will not start service immediately, but only after \( i \) time units, where \( i \) is the number of other packets (i.e. from flow #2 – flow #N) that will be served between these two flow #1 packets (see Figure 4-3). When the weights are equal, \( i \) is the
number of non-empty sub-queues (excluding flow #1) in the system. Further, \( i \) is not a constant, but varies over time, ranging from 0 to \( N-1 \). This is because some sub-queues may be empty at times. Therefore, the instants at which the server will be available to flow #1 is determined by the stationery distribution of \( i \), which can be determined as follows:

In the case of \( N \) homogeneous sources generating Poisson arrivals with mean rate \( \lambda \), the probability of having \( j \) active flows at a time would be binomially distributed with parameters \( N \) and \( \lambda \). Therefore, the probability of having \( j \) non-empty sub-queues, \( F(j) \) can be approximated by the same distribution. i.e.

\[
F(j) \approx \binom{N}{j} \lambda^j (1 - \lambda)^{N-j} \tag{Eq. 4.3}
\]

Hence, the distribution of \( i \) can be approximated as shown in Eq. 4.3. Further, for large \( N \), \( F(j) \) (therefore \( i \)) will approach a Poisson distribution.

The server taking a binomial/Poisson distributed vacation time between serving two flow #1 packets can also be considered as spending a binomial/Poisson distributed time serving each flow #1 packet. This realisation is useful as it enables the aggregation of the \( N \) flows into a single flow, resembling an M/G/1 queue with a binomial/Poisson service time distribution. This gives rise to the aggregate model. The M/G/1 approximation makes it possible to apply well-known queueing solutions which can be used in estimating the queue state probabilities. The Excess Rate (ER) queueing analysis for M/G/1 [32] is used here: this analysis presents a formula for \( p(k) \), the probability that an arriving ER packet sees \( k \) packets already in the queue for an M/G/1 queue with utilisation \( \rho \) and mean arrival rate \( \lambda \) (in this chapter, \( \rho = \lambda \) as the service rate is equal to one). Further, \( p(k) \) for a Poisson service time distribution is derived as a special case. Details are given in Appendix C.

---

1 The \( i \) units of time can also be referred to as a ‘vacation time’ i.e. as far as flow #1 is concerned, the server working on the other flows is equivalent to the server taking a ‘vacation’ and not being available for flow #1 during this period.
4.4.3 Simulation set-up

GPS was approximated by implementation of PGPS (see section 3.4.2.2.1) which is currently the best known WFQ algorithm. PGPS is not included in the standard NS2 package; however, a contributed module is available [66]. In this module, the PGPS algorithm is implemented exactly as stated in Appendix B. The Virtual Time and $B_j$ (set of active flows) are updated at every arrival and departure, which are then used to determine the order of service. The number of sub-queues must be pre-defined by the user, and the traffic flows pre-assigned to these sub-queues (one or more traffic flows can be assigned to each sub-queue). Weights can be defined for each sub-queue. A set of verification results for this PGPS module (independent to [66]) is available at [59].

The Poisson traffic source was implemented by using the exponential ON-OFF source in NS2 (as there is no pre-defined Poisson source in NS2). In order to generate Poisson distributed arrivals, the ON time is set to zero and OFF time is set to $1/\lambda$.

4.4.4 Validation of Poisson Traffic Source

The traffic source was validated as follows: Poisson traffic from a single source was fed in to a FIFO queue, and the queue state probabilities were compared with those of the M/D/1 theoretical values over a range of utilisations. The results (Figure 4-5) show that the traffic source is accurate.
4.4.5 Results and Discussion

Simulation results based on a range of input parameters were obtained in order to validate the aggregate model proposed in section 4.4.2. The estimated queue state probabilities of the aggregate model are compared with those of flow #1 of each corresponding simulation model, for the following 8 scenarios.

- N=20, N=100 (each with $\rho = \lambda = 0.3, 0.4, 0.5, 0.6$)

The simulated flow #1 queue state probabilities were obtained as follows. Rather than considering flow #1 only, the queue state probabilities of all $N$ sub-queues were measured, and their average values are presented as the queue state probabilities of flow #1. This method yields statistically better results and is accurate because of the homogeneity of the $N$ flows and sub-queues. The results are shown in Figure 4-6 - Figure 4-9.
Figure 4-6 Comparison of queue state probabilities: $\rho = 0.3$

Figure 4-7 Comparison of queue state probabilities: $\rho = 0.4$
Figure 4-8 Comparison of queue state probabilities: $p = 0.5$

Figure 4-9 Comparison of queue state probabilities: $p = 0.6$
Note that the maximum queue state reached by any of these simulations (with \(\approx 10^9\) events in each) is 3, as this is the queue state of a single sub-queue.

As illustrated, flow #1 queue state probabilities of the original model are very closely approximated by the aggregate model, i.e. \(M/G/1\) queue with Poisson service time distribution, over a range of \(\rho\) and \(N\). Therefore, flow #1 could now be simulated on its own (i.e. without the remaining N-1 flows), with the service times of flow #1 adjusted based on the aggregation technique: this is an AS model. See section 4.6 for the speed-up factor achieved by this AS model.

4.5 Waiting Time (WT) and System Time (ST): Poisson traffic

4.5.1 Introduction

The most important performance measure of a GPS system (as perceived by users) is the system time (sometimes referred to as sojourn time), which is the total time a customer spends in the system.

In a FIFO queueing system, Waiting Time (WT) is the time spent in the queue waiting for service to begin (i.e. the difference between the time a packet enters the queue and begins service), while System Time (ST) is WT plus service time (denote by \(\delta\)). However, in the ideal PS system, there is no waiting line. This is because the server shares its capacity equally among all packets present in the system. In GPS, waiting lines may exist; however, (similar to PS) waiting does not come to an end when a packet starts service (unless there are no other packets in the system). Therefore, in PS and its extensions, the term ‘Waiting Time’ refers to the total time a packet spends in the system without being served; in other words, WT is the total time the server spends serving other packets during the ST of the packet in question (i.e. the difference between ST and \(\delta\)).
The ST of PS systems (with Poisson traffic) has been extensively investigated in the literature. Ref. [1] gives the mean ST of an M/G/1 queue with PS and utilisation $\rho$ as:

$$E[ST] = \frac{E[\delta]}{(1 - \rho)}$$  \hspace{1cm} \text{Eq 4.4}

Note that $E[ST]$ is directly proportional to $E[\delta]$ which agrees with the fact that PS schedules in favour of shorter requests (see section 3.4.2).

The mean WT can be derived as follows:

$$E[WT] = \frac{E[\delta]}{(1 - \rho)} - E[\delta]$$

$$E[WT] = \frac{E[\delta] \cdot \rho}{(1 - \rho)}$$  \hspace{1cm} \text{Eq 4.5}

Notice the mean value of WT and ST are the same as those of the M/M/1 FIFO queue; however, the distributions are different [1]. Further, determining the distributions of WT and ST of PS systems has proved to be rather complex. For the M/M/1 PS queue, ref. [67] has derived the LST of the distribution of WT and ref. [68] has derived an integral representation of the distribution of ST. Ref. [69] has derived the LST of the distribution of ST for the M/G/1 PS queue and also M/D/1 as a special case. Based on [69], ref. [70] has derived the distribution $\text{pr}\{ST > x\}$ for the M/D/1 PS queue and shown this to be in the form $\alpha e^{-\gamma}$ ($\alpha$ and $\gamma$ being constants) as $x$ becomes large.

The main result in [70] is as follows:

As $t \to \infty$

$$\text{pr}\{ST > t\} \approx \alpha e^{-\gamma}$$  \hspace{1cm} \text{Eq 4.6}

where $\gamma$ is given by

$$\frac{\lambda\delta(\lambda - \gamma) + \gamma - \gamma e^{(\lambda - \gamma)\delta}}{\delta(\lambda - \gamma)\lambda - \gamma e^{(\lambda - \gamma)\delta}} = \frac{1}{\rho} \quad \gamma \geq 0$$
and \( \alpha = \frac{(1 - \rho)(\lambda - \gamma)}{2\lambda(1 - \rho) - \gamma \rho(2 - \rho)} \)

Eq 4.6 is used (along with the solutions given in [1]) in section 4.5.3 for the validation of the novel implementation of a GPS system which is presented in section 4.5.2. Then in section 4.5.4, a novel aggregation technique which can be used to derive the ST values in the aggregate model (i.e. of flow #1), is developed. Finally, in section 4.5.5, the aggregate model is validated by comparison with the original simulation model.

### 4.5.2 Simulation set-up: Novel approximation of GPS

First, the possibilities of using the PGPS approximation was explored by comparing its mean WT for an M/D/1 PS queue to the theoretical values (Eq 4.5). The results are given in Table 4.5.1. The unit of time is the service time per packet.

<table>
<thead>
<tr>
<th>Utilisation (( \rho ))</th>
<th>Mean WT</th>
<th>Eq 4.5</th>
<th>PGPS simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.4286</td>
<td>0.2198</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.6667</td>
<td>0.3333</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>1.0000</td>
<td>0.5002</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>1.5000</td>
<td>0.7499</td>
<td></td>
</tr>
</tbody>
</table>

It is apparent that the simulated mean WT is half of the theoretical value for the M/D/1 PS system, i.e. similar to M/D/1 FIFO\(^1\). The reason for this is that in the PGPS system as the name suggests (in fact in all WFQ algorithms), the service is carried out packet-by-packet; which results in a behaviour similar to FIFO\(^2\). Therefore, the PGPS approximation is not used in this section.

\(^1\) Note that the mean WT of an M/D/1 FIFO queue is exactly half that of an M/M/1 FIFO queue.

\(^2\) To be more specific, FIFO and WFQ have the same mean WT, but WFQ has tighter worst-case bounds [59].
Next, the WRR (Q ➔ 0) approximation to PS was considered as this is a simple approximation that doesn’t serve the packet as a whole. As explained in section 3.4.2.2.2, for the WRR system to be a good approximation to GPS, the amount served at a time must be very small relative to the service requirements of the units being served [67].

In order to fulfil the above requirement, the simulator was modified as follows: a ‘packet’ (hereafter referred to as ‘large packet’) is represented by a train of smaller (consecutive) packets, where one small packet is served during each cycle of the WRR (Q ➔ 0) scheduler, which was implemented using the Diffserv module in NS2.

A new ON-OFF source with a constant ON-period and exponentially distributed OFF-period was developed; so that it generates Poisson arrivals of equal-sized ‘groups’ of packets, where each group represents a large packet. The number of small packets per large packet was set to 1000 (in order to closely approximate GPS). Also, the time interval between the arrival of two consecutive small packets is made negligibly small, so that the ON-period is significantly small when compared to the OFF-period. This traffic source is named ‘ExpoConst’.

Described next is the method used for the measurement of ST of the large packets. See Figure 4-10.
Figure 4-10 Calculation of System Time, ST in the WRR (Q --> 0) system

\[
ST (l.p.) = \text{time at which the } l.p. \text{ leaves the system } (t_2) \\
- \text{time at which the } l.p. \text{ enters the system } (t_1) \\
= \text{time at which the last s.p. (of } l.p. \text{ in question) leaves the system} \\
- \text{time at which the first s.p. (of } l.p. \text{ in question) enters the system}^1
\]

where \( l.p. = \text{large packet} \)
\( s.p. = \text{small packet} \)

At packet creation time, the ExpoConst source fills a packet-header field (called id) with the values ‘1’ or ‘2’ for the first and the last packets of each ON-period respectively, and ‘0’ for all the other packets. Whenever a ‘first’ packet arrives at the buffer (i.e. enqueue), the current time \( (t_i) \) is temporarily recorded\(^2\). When the ‘last’ packet (from the same source, which is identified by the flow id) arrives, the previously recorded time is copied into a field (called enq_time) in its header, so that when it leaves the system, the ST for the large packet can be easily determined.

---

\(^1\) Note that the time difference between the arrival of the first s.p. and last s.p. (i.e. ON period of the ExpoConst source) is made negligibly small.
\(^2\) This is recorded separately for each traffic flow.
For instance in the illustration in Figure 4-10, a large packet consists of 4 small packets e.g. large packet ‘a’ consists of small packets ‘a1-a4’. The time $t_1$ (enqueue time of a1) is recorded in the header of a4. Thus, when a4 leaves the system at time $t_2$, ST for large packet ‘a’ can be calculated as $t_2 - t_1$.

### 4.5.3 Validation of WRR ($Q \rightarrow 0$) approximation for GPS

For the validation process, simulation experiments of the WRR ($Q \rightarrow 0$) system were carried out based on the topology and original model described in section 4.3, with $N=30$. All N sources were of the type ‘ExpoConst’ with equal sending rates i.e. the flows were identical.

Table 4.5.2 shows the comparison of the simulated mean ST values and the theoretical values given by Eq 4.4.

The TU is defined as the service time per large packet.

<table>
<thead>
<tr>
<th>Utilisation ($\rho$)</th>
<th>Mean ST</th>
<th>Eq 4.4</th>
<th>WRR ($Q \rightarrow 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1.2500</td>
<td>1.2680</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>1.6667</td>
<td>1.6647</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>2.5000</td>
<td>2.4348</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>5.0000</td>
<td>4.6922</td>
<td></td>
</tr>
</tbody>
</table>

The comparison of mean ST suggests that RR ($Q \rightarrow 0$) system is (so far) a good approximation to the ideal GPS system. Next, the ST distribution was considered. Figure 4-11 shows the simulated ST values (with 90% CI) and those given by Eq 4.6\(^1\): these are again in excellent agreement with each other.

\(^1\) The solution for $\gamma$ was worked out by Newton-Raphson method.
Since the WRR (Q \to 0) implementation is completely novel, further validation steps were carried out in order to ensure its credibility. Hence, the ‘number in the system’ was compared against the corresponding theoretical values. Ref. [1] gives the probability of \( n \) packets in the system \( (p[n]) \) as:

\[
p[n] = (1 - \rho) \rho^n
\]

Eq 4.7

where \( n=0,1,2... \)

(Note that this is the same as for an M/M/1 FIFO queue).

Due to simplicity of implementation, the ‘number in the system’ \( (N_R) \) was not measured directly. Instead, the ‘number left in the system by a departing packet’ \( (N_D) \) was recorded, which is equivalent to the ‘number seen by an arriving packet’ \( (N_A) \) in any system with single arrivals and single departures, i.e. \( N_A=N_D \). Also, \( N_A=N_R \) for Poisson arrivals due to its PASTA property\(^1\); therefore, \( N_R=N_D \).

Table 4.5.3 shows the simulated probabilities of \( n \) jobs in the system along with the theoretical values given by Eq 4.7.

\(^1\) PASTA: Poisson Arrivals See Time Averages i.e. the state of the system, e.g. distribution of no. of packets in the system, observed by Poisson arrivals equals the actual steady-state distribution.
Table 4.5.3 Comparison of $p(n)$: theory and WRR (Q -> 0) system

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\rho = 0.2$</th>
<th>$\rho = 0.4$</th>
<th>$\rho = 0.6$</th>
<th>$\rho = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR (Q -&gt; 0)</td>
<td>RR (Q -&gt; 0)</td>
<td>RR (Q -&gt; 0)</td>
<td>RR (Q -&gt; 0)</td>
</tr>
<tr>
<td>0</td>
<td>0.7997</td>
<td>0.6163</td>
<td>0.4106</td>
<td>0.1983</td>
</tr>
<tr>
<td>1</td>
<td>0.1576</td>
<td>0.2368</td>
<td>0.2488</td>
<td>0.1640</td>
</tr>
<tr>
<td>2</td>
<td>0.0357</td>
<td>0.0937</td>
<td>0.1486</td>
<td>0.1326</td>
</tr>
<tr>
<td>3</td>
<td>0.0063</td>
<td>0.0369</td>
<td>0.0860</td>
<td>0.1082</td>
</tr>
<tr>
<td>4</td>
<td>0.0007</td>
<td>0.0110</td>
<td>0.0569</td>
<td>0.0859</td>
</tr>
<tr>
<td>5</td>
<td>0.0003</td>
<td>0.0043</td>
<td>0.0270</td>
<td>0.0692</td>
</tr>
<tr>
<td>6</td>
<td>0.0001</td>
<td>0.0011</td>
<td>0.0135</td>
<td>0.0538</td>
</tr>
<tr>
<td>7</td>
<td>0.0000</td>
<td>0.0010</td>
<td>0.0050</td>
<td>0.0410</td>
</tr>
<tr>
<td>8</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0024</td>
<td>0.0340</td>
</tr>
<tr>
<td>9</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.0011</td>
<td>0.0263</td>
</tr>
<tr>
<td>10</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0007</td>
<td>0.0206</td>
</tr>
</tbody>
</table>

The above results justify that the WRR (Q -> 0) implementation is an accurate representation of a GPS system.

4.5.4 Novel Aggregation Technique for System Time

This section introduces an aggregation technique which ensures the ST distribution of flow #1 packets in the aggregate model resemble those of the original model (even though the remaining N-1 flows are absent).

As shown in section 4.5.1, the ST distribution $pr\{ST>t\}$ is of the form $ae^{-\alpha}$, which means the WT/ST experienced by an arbitrary packet (which includes packets in flow #1 as all flows are identical) entering the PS system is exponentially distributed. If the WT/ST of the flow #1 packets could be accurately estimated, then it is possible to remove the remaining N-1 flows and yet ensure flow #1 behaves the same as in the original model. Figure 4-12 describes the technique used to estimate the ST values.
Step 1: Generate exponentially distributed values with mean given by (i.e. \( E[WT] \))

Step 2: Add 1 to each value generated in Step 1, to obtain ST (as TU is equal to the service time)

For the aggregate model, the values generated in step 2 would be the estimated ST values of flow #1 packets. One might consider combining step 1 and 2, i.e. generating exponentially distributed values with the mean given by Eq 4.4 (\( E[ST] \)). However, this would result in a distribution that includes values less than one; which is incorrect as ST must be at least one.

4.5.5 Results and Discussion

In order to demonstrate the accuracy of the aggregate model, \( pr\{ST>t\} \) derived for the aggregate model are compared with corresponding results from the original (simulation) model, for a range of utilisations. Figure 4-13 illustrates the results (with 90% CI).
The results show that the ST distribution of the original model is closely approximated in the aggregate model: this is significant as the need to simulate the original model (with $N$ flows) is now eliminated, as the aggregate model could be simulated instead, i.e. simulate flow #1 only, with the ST values adjusted to those estimated by the aggregation technique), which would accelerate the simulation, giving a substantial reduction of number of events as explained in the following section.

4.6 Application to Accelerated Simulation: speed-up factor

The aggregate model proposed in this chapter gives a substantial amount of event reduction when applied to Accelerated Simulation (AS). Following the definition given in Def. 2.4, the speed-up factor ($\xi$) achieved by such an AS model can be given by;

$$\xi = \frac{\text{Total number of simulated events in all flows}}{\text{Total number of simulated events in flow #1}}$$

(as the AS model consists of flow #1 only).

Since flow #1 in the aggregate model behaves approximately the same as in the original model, the number of flow #1 packets that need to be simulated in the aggregate model in order to obtain a particular result is the same as the number of flow #1 packets in the original model. Therefore, the simulation length required to obtain a particular result (or reach a particular state) will be the same for both models. Hence, for a simulation of length $L$;

$$\xi = \frac{\sum_{i=1}^{N} h_i \cdot L}{h_1 \cdot L} = \frac{\sum_{i=1}^{N} h_i}{h_1}$$

where $h_i$ as the number of flow $i$ events generated per unit (simulation) time ($i = 1, 2 \ldots N$).
Further, for $N$ homogeneous Poisson traffic flows with mean rate $\lambda$,

$$h_i = \lambda \quad i = 1,2,\ldots,N$$

$$\xi = N$$

i.e. an AS model developed based on the aggregation techniques presented in this chapter will run $N$ times faster than an equivalent original simulation model.

### 4.7 Summary

The original model considered in this chapter consists of $N$ homogenous Poisson traffic flows with deterministic service times where flow #1 is of interest to us. A GPS scheduler (with equal weights) is employed. This chapter has developed an aggregate model which consists of just flow #1 instead of $N$ flows, whilst ensuring the behaviour of flow #1 in the aggregate model is approximately the same as in the original.

As explained in section 4.4.2, the service times of flow #1 packets in the aggregate model are modified from the deterministic values to a Poisson distribution to compensate for the missing $N-1$ flows: this makes the aggregate model resemble an M/G/1 queue. Hence, it is possible to employ well-known queueing solutions for calculating queue state probabilities; which has been successfully demonstrated by comparison of queue state probabilities estimated by the ER analysis for M/G/1 and those of flow #1 in the original simulation model (Figure 4-6 - Figure 4-9).

The most important performance measure of a PS system is the System Time (ST), i.e. the total time spent in the system. Section 4.5.4 presents a novel aggregation technique which ensures the ST distribution of flow #1 in the aggregate model is the same as in the original model by estimating ST values based on an exponential distribution with the mean given by Eq 4.5. The accuracy of the aggregate model is demonstrated by comparison of these estimated values with the ST values of flow #1 in the original simulation model.
In summary, this chapter presents novel aggregation techniques by which $N$ homogeneous Poisson traffic flows could be reduced to a single flow whilst ensuring its buffer performance remains the same as when all $N$ flows are present. Consequently, a substantial event reduction can be achieved (see section 4.6) by the application of these aggregation techniques to AS models.
Chapter 5

Performance Evaluation in the Presence of Bursty Traffic

5.1 Introduction

This chapter investigates the behaviour of bursty traffic, modelled by multiplexed ON-OFF sources, sharing a router output port scheduled by the GPS discipline. The burst-scale behaviour is analysed in comparison with FIFO equivalents, which leads to the evaluation of the ‘number in the system’ (X) via aggregation techniques. Further, a novel solution is developed for the System Time (ST), which is the most important performance metric. These solutions provide substantial event reduction when applied to Accelerated Simulation (AS) models.

Section 5.2 introduces packet-scale and burst-scale queueing and section 5.3 defines the topology and model used throughout this chapter. Section 5.4 describes the simulation set-up. The aggregation techniques for the evaluation of burst-scale X and ST are developed in sections 5.5 and 5.6 respectively, which also validates the aggregate models and explain how the developed aggregation techniques can facilitate event reduction, i.e. provide acceleration. Finally, in addition to the validations carried out for queue state and ST separately, section 5.8 present overall validation results for both performance metrics, based on Little’s result.
5.2 Packet-scale and burst-scale queueing

Traffic generated by Poisson sources cause packet-scale queueing and is referred to as ‘smooth traffic’ [71]. The mean arrival rate from each source is the reciprocal of its inter-packet arrival time. At the packet-scale, the total packet arrival rate from all the sources is less than the server rate most of the time\(^1\) [58]. Packet-scale queueing is caused by the accidental arrival of two (or more) packets within a Time Unit, TU (i.e. time taken to serve a single packet). The second packet (and any further ones) need(s) to wait in the buffer until the first one completes service (or in PS systems, all packets in the system alternate between being served and waiting while others are being served). At the packet-scale, since the arrival rate is only momentarily greater than the service rate and the average queue size will be in the order of tens of packets\(^2\) [32].

It is well-known that Internet traffic cannot be successfully modelled by smooth traffic sources [72]. ‘Bursty’ sources such as on-off models are required instead. The ON-OFF source is the prototype of a bursty source and the superposition of on-off sources has been used extensively in Internet traffic modelling [71, 73-75]. It alternates between ON and OFF periods sending packets at a strictly deterministic rate (or according to a non-deterministic pattern such as a Poisson process) during ON periods and remaining inactive during OFF periods. The length of the ON and OFF periods could be exponentially, geometrically or arbitrarily distributed [32].

As shown in Figure 5-1, the distribution of X in a queue fed by bursty traffic consists of two parts. The first part, with a steeper slope is the ‘packet-scale component’ which coincides with the corresponding distribution of the M/D/1 queue provided packets are of fixed length\(^3\). The second part, which is called the ‘burst-scale component’ is more significant because of the appearance of large

---

1 The exact proportion of time which the total arrival rate is less than the server rate depends on the load on the buffer.

2 For very high loads (e.g. over 90%), the queue size could exceed 100 packets

3 The GPS MD1 would in turn coincide with M/M/1 FIFO as shown in section 4.5.3)
queues with non-negligible probability. Therefore, in this chapter the evaluation of buffer performance is extended to the burst-scale.

![Distribution of X for a queue fed by a bursty source](image)

Figure 5-1 Distribution of X for a queue fed by a bursty source

The time-scale considered at the burst-scale is the cycle-time of an on-off source rather than packet inter-arrival times. At this coarse level, the discrete nature of packet arrivals can be ignored and the incoming packet stream can be regarded as a continuous fluid characterised by its instantaneous arrival rate [58]. Burst-scale queueing occurs when the instantaneous arrival rate exceeds the server rate over a significant period of time leading to a more or less constantly growing queue as long as the arrival rate excess lasts: this would result in an average queue size in the order of hundreds of packets\(^1\) and is referred to as burst-scale queueing [32]. Note that Poisson traffic sources cannot cause burst-scale queueing as they send only one packet between idle periods.

The intersection point between the two queueing components is called the ‘knee-point’. As a rule of thumb, the knee-point is where just enough sources are active to “fill the link”[71]. The point at which the interpolated burst-scale graph crosses the y-axis is called the ‘Probability of Entering Burst Scale’ (PEBS). Solutions for the knee-point and PEBS are presented in section 5.5.2.

---

\(^1\) Could exceed 1000 packets for very high loads (e.g. over 90%)
5.3 Simulation Topology and Model

The topology and original model used in this chapter are the same as the ones used in Chapter 4, except for the traffic sources which are now ON-OFF with exponentially distributed ON and OFF periods. The arrival process of a single source during the on period is deterministic. This type of source produces bursty, Short Range Dependent (SRD) traffic.

Prior to defining an aggregate model, the burst-scale behaviour of ON-OFF traffic scheduled by GPS is observed and analysed by conducting a series of simulation experiments in the following sections.

5.4 Simulation set-up

The parameters used for the simulated scenarios in this chapter are listed in Table 5.4.1. Scenario ‘VoIP70’ features typical VoIP values with 70 traffic sources while the others are its parameter variations which cover a wide range of parameters. Each scenario was simulated with the load ($\rho$) values 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 which are hereafter referred to as the Scenario ID followed by the load e.g. VoIP50 (0.7) refers to the parameters listed for VoIP50, run with a 70% load.

<table>
<thead>
<tr>
<th>Scenario ID</th>
<th>$N$</th>
<th>$T_{on}$</th>
<th>$T_{off}$</th>
<th>$h$</th>
<th>$\psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoIP70</td>
<td>70</td>
<td>0.96</td>
<td>1.69</td>
<td>170</td>
<td>0.3623</td>
</tr>
<tr>
<td>VoIP50</td>
<td>50</td>
<td>0.96</td>
<td>1.69</td>
<td>170</td>
<td>0.3623</td>
</tr>
<tr>
<td>VoIP30</td>
<td>30</td>
<td>0.96</td>
<td>1.69</td>
<td>170</td>
<td>0.3623</td>
</tr>
<tr>
<td>Ton*2.5</td>
<td>70</td>
<td>2.40</td>
<td>5.39</td>
<td>200</td>
<td>0.3079</td>
</tr>
<tr>
<td>Ton*5</td>
<td>70</td>
<td>4.80</td>
<td>12.35</td>
<td>220</td>
<td>0.2799</td>
</tr>
</tbody>
</table>

$N$ = number of ON-OFF sources  
$T_{on}$ = mean ON time of a single ON-OFF source (sec)  
$T_{off}$ = mean OFF time of a single ON-OFF source (sec)  
$h$ = arrival rate of a single on-off source during the ON period (packets/sec)  
$\psi$ = activity factor i.e. $T_{on}/(T_{on} + T_{off})$
The WRR (Q → 0) approximation (see section 4.5.2) was employed for the GPS simulations. A new ON-OFF source named ‘ExpoON’ was developed. This is similar to the ExpoConst source (see section 4.5.2), the difference being that the number of large packets generated during each ON period can be specified by the user (rather than one large packet in ExpoConst). The number of small packets per large packet is set to 10\(^1\) which appears adequate as shown by the validation results at various stages. Increasing this number improves closeness to the ideal GPS; however, it also greatly increases the computational power required.

### 5.5 Number in the system (X): bursty traffic scheduled by GPS

#### 5.5.1 Introduction

The distribution of X in the original model (i.e. with GPS) is analysed in comparison with equivalent FIFO cases in section 5.5.2 which then leads to the development of aggregate models. The distribution of X is predicted based on the aggregate models, which is validated by comparison with simulation results of the original model, in section 5.5.3.

#### 5.5.2 Novel Aggregation Technique for X

Statistics of X were collected for each scenario listed in Table 5.4.1. In the RR (Q → 0) implementation, X was measured by maintaining a global variable which was,

a) incremented by one when the first small packet (of a large packet) enters the system, and

b) decremented by one when the last small packet (of a large packet) leaves the system

First, the simulated Packet-Scale Decay Rate of X (PSDRX) values were compared with those of the theoretical M/D/1 PS (i.e. M/M/1 FIFO), as a form of validation. See Figure 5-2. It is apparent that the packet-scale behaviour follows M/D/1 PS.

\(^1\) Even though the number of small packets per large packet was set to 1000 in the ExpoConst source, it is not feasible for the ExpoOn sources, as it generates a high number of large packets (e.g. 170) during an ON period, whereas ExpoConst generates only one large packet per ON period (i.e. Poisson traffic).
Next, the entire simulated queue state distribution was considered, a large part of which is burst-scale behaviour. The results are presented in comparison with the corresponding FIFO cases (i.e. the input parameters listed in Table 5.4.1 using a FIFO scheduler) in order to reveal an important property (which is fully discussed in the rest of this section). Figure 5-3 shows the results for two of the load values of the VoIP70 scenario1.

Observation suggests that the burst-scale queue state behaviour of GPS and FIFO coincide. Figure 5-4 clearly illustrates how GPS and FIFO follow distinct paths in the packet-scale region (as M/D/1 GPS coincides with M/M/1 FIFO i.e. not M/D/1 FIFO) and switch over to a common path at the knee point.

1 Others are left out in order to keep the figure simple; however, Table 5.5.1 presents a complete set of results in a processed numerical form.
Figure 5-3 Number in the system (X) – FIFO and GPS

Figure 5-4 Number in the system – FIFO and GPS (Knee-point region)
Table 5.5.1 justifies the observation that the burst-scale distribution of X, of GPS and FIFO coincide, by comparison of Burst-Scale Decay Rate of X (BSDRX), of GPS and FIFO for all scenarios\(^1\). The values listed in the table were obtained as follows. A batch of 100 randomised runs was carried out for each scenario. The distribution of X for each randomised run was averaged to obtain an ‘average distribution’ per batch, for which a best-fit decay graph of the form \(y=a.e^{(b.x)}\) was derived. The decay rate (BSDRX) is given by \(e^b\).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>BSDRX</th>
<th>Scenario</th>
<th>BSDRX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GPS</td>
<td>FIFO</td>
<td></td>
</tr>
<tr>
<td>VoIP70 (0.6)</td>
<td>0.9410</td>
<td>0.9563</td>
<td>VoIP30 (0.8)</td>
</tr>
<tr>
<td>VoIP70 (0.7)</td>
<td>0.9806</td>
<td>0.9861</td>
<td>VoIP30 (0.9)</td>
</tr>
<tr>
<td>VoIP70 (0.8)</td>
<td>0.9943</td>
<td>0.9943</td>
<td>Ton(^*2.5) (0.6)</td>
</tr>
<tr>
<td>VoIP70 (0.9)</td>
<td>0.9981</td>
<td>0.9987</td>
<td>Ton(^*2.5) (0.7)</td>
</tr>
<tr>
<td>VoIP50 (0.6)</td>
<td>0.9532</td>
<td>0.9620</td>
<td>Ton(^*2.5) (0.8)</td>
</tr>
<tr>
<td>VoIP50 (0.7)</td>
<td>0.9866</td>
<td>0.9865</td>
<td>Ton(^*2.5) (0.9)</td>
</tr>
<tr>
<td>VoIP50 (0.8)</td>
<td>0.9941</td>
<td>0.9948</td>
<td>Ton(^*5) (0.6)</td>
</tr>
<tr>
<td>VoIP50 (0.9)</td>
<td>0.9980</td>
<td>0.9986</td>
<td>Ton(^*5) (0.7)</td>
</tr>
<tr>
<td>VoIP30 (0.6)</td>
<td>0.9752</td>
<td>0.9767</td>
<td>Ton(^*5) (0.8)</td>
</tr>
<tr>
<td>VoIP30 (0.7)</td>
<td>0.9893</td>
<td>0.9899</td>
<td>Ton(^*5) (0.9)</td>
</tr>
</tbody>
</table>

The results justify that the burst-scale queue-state behaviour is scheduler-invariant over FIFO and GPS. This result is new to the literature and will be of significant value in the analysis of GPS systems. The need to simulate a GPS system (which is complex and consumes a large amount of resources) in order to analyse burst-scale X is now eliminated, as the much simpler FIFO equivalent could provide the same result. Moreover, aggregation techniques developed for the FIFO burst-scale could now be re-used for GPS. Ref. [76] is an example of such an aggregation technique, where \(N\) multiplexed ON-OFF sources scheduled by FIFO are replaced by a single equivalent ON-OFF source; however, the closeness of BSDRX (of this single source) to the original model (i.e. \(N\) sources) is not quite satisfactory (see section 5.5.3). A similar solution, also for FIFO, is given in [77], which is accurate.

\(^1\) Results for load values 0.4 and 0.5 are not shown since burst-scale behaviour is almost non-existent for those cases. See section 5.6.3 for further details.
however, the formulae are complex and some of the parameters need to be determined via simulation. Ref. [31, 32] on the other hand, provides a similar single aggregate ON-Off source which is of approximately the same computational complexity as in [76], and is shown to demonstrate excellent agreement with the original model.

Ref. [31] gives BSDRX (denoted by $R$) of the single equivalent ON-OFF source as:

\[
R = \left[ \frac{1 - \left[ \ln \left( \frac{\rho}{\rho'} \right) \right]^{-1} \cdot \left( \frac{\rho' T_{on} \rho}{\ln(\rho)} + \left( \frac{\rho' T_{on} \rho}{C(1 - \rho)^2} \right) \right)}{1 - \left[ \rho(1 - \rho)^2 \cdot \frac{h}{C} \cdot T_{on} \cdot [(1 - \rho)C + h \cdot \rho] \right]} \right]^{-1} \tag{Eq 5.1}
\]

Given the scheduler-invariant property of the burst-scale, Eq 5.1 is now applicable to the GPS case. Hence, the aggregate model (for GPS) can be defined as having a single equivalent flow of ON-OFF traffic, instead of the $N$ flows in the original model. See section 5.7 for the speed-up that can be achieved by using this aggregate model to accelerate simulations.

In addition to BSDRX, the other parameter that needs to be worked out in order to evaluate the burst-scale distribution of $X$ is the knee point.

Estimation of knee-point is very useful in itself, e.g. for buffer dimensioning. For instance, while a small buffer (in the order of hundreds of packets) may be sufficient for smooth traffic which only produces packet-scale queueing, a much larger buffer may be required in the case of bursty traffic. However, if PEBS (which depends on the knee-point) is very low (e.g. $10^{-10}$), even bursty traffic may be considered as smooth (i.e. burst scale has not appeared) and a small buffer may be sufficient. Therefore, methods of estimating the knee-point and PEBS facilitate the efficient use of resources.
The following terms are defined:

\( p(x) \) – \( \Pr\{X=x\}, \ x = 0, 1, 2, \ldots \infty \)

\( x_k \) – number in the system at knee-point

\( r \) – PSDRX i.e. \( \frac{p(x+1)}{p(x)} \) for \( x < x_k \)

\( R \) – BSDRX i.e. \( \frac{p(x+1)}{p(x)} \) for \( x \geq x_k \)

\( P_B \) – probability of experiencing burst-scale queueing

\( p(x_k) \) is worked out first. See Figure 5-1. \( P_B \) is the summation of all \( p(x) \) from the knee-point onwards. Hence,

\[
\sum_{x=x_k}^{\infty} p(x) = P_B
\]

\[
p(x_k) + p(x_k + 1) + p(x_k + 2) + \ldots = P_B
\]

\[
p(x_k) + R \cdot p(x_k) + R \cdot p(x_k + 1) + \ldots = P_B
\]

\[
p(x_k) + R \cdot p(x_k) + R^2 \cdot p(x_k) + \ldots = P_B
\]

\[
p(x_k) \cdot (1 + R + R^2 \ldots) = P_B
\]

\[
p(x_k) \cdot \left(\frac{1}{1-R}\right) = P_B \quad \text{(Geometric Series)}
\]

\[
p(x_k) = P_B \cdot (1 - R) \quad \text{Eq 5.2}
\]

The knee-point can also be considered as part of the packet-scale. Hence,

\[
p(x_k) = p(0) \cdot r^{x_k}
\]

\[
x_k = \frac{\ln(p(x_k) / p(0))}{\ln(r)} \quad \text{Eq 5.3}
\]

And \( p(0) = (1 - \rho) \)

Since the packet-scale \( X \) in the GPS queue is the same as in the M/M/1 FIFO queue;

\( r = \rho \)

Also by substituting Eq 5.2 into Eq 5.3;

\[
x_k = \frac{\ln(P_B \cdot (1 - R) / (1 - \rho))}{\ln(\rho)} \quad \text{Eq 5.4}
\]
PB, the probability of experiencing burst-scale queueing, can be quantified based on the concept of burst-scale loss systems [58]. Here, a small buffer (i.e. tens of packets) which is just enough to absorb packet-scale queueing is provided while burst-scale queueing will result in loss of packets. Therefore, the probability of an arriving packet being lost in a burst-scale loss system (which is given in [58]) is equivalent to the probability of experiencing burst-scale queueing PB in an infinite-buffer system. Therefore:

\[
P_B \approx \frac{1}{(1 - \rho)^2} \cdot \frac{(\rho \cdot N_o)^{[N_o]} \cdot N_o}{[N_o]!} \cdot e^{-\rho N_o}
\]

Eq 5.5

where

\[N_o = C / h\]

\[C = \text{server rate (packets/sec)}\]

Note that Eq 5.1 considers the knee-point to be at \(\ln(h / C) / \ln(\rho)\) which does not always give a good estimation of the knee-point especially at low loads. However, while the evaluation of the distribution of X requires an accurate estimation of the knee-point, ref. [78] shows that evaluation of decay rate is insensitive to the exact knee-point as long as it is large enough to be within the burst-scale. This is because the variation of \(p(x)\) is minimal in the burst-scale (i.e. \(p(x+1)/p(x) \rightarrow 1\)) especially at higher loads. Note that higher loads are indeed more significant because of the increased likelihood of burst-scale queueing.

5.5.3 Results and Discussion

The distribution of X in the aggregate model as a whole (i.e. both packet-scale and burst-scale), or the burst-scale on its own starting from the knee point onwards could now be derived based on the techniques developed in section 5.5.2. Introducing a solution for PEBS makes it possible to derive the burst-scale region without having to determine the knee point first. The probability at the knee-point can be given by:

\[
p(x_k) = PEBS \cdot R^{x_k}
\]

\[PEBS = \frac{p(x_k)}{R^{x_k}}\]
Substituting Eq 5.2,

$$PEBS = \frac{P_a \cdot (1 - R)}{R^x}$$

Eq 5.6

For higher loads $R \to 1$. Hence,

$$PEBS \to P_a \cdot (1 - R) \text{ as } R \to 1$$

Eq 5.7

i.e. $PEBS \to p(x_i) \text{ as } R \to 1$

Figure 5-5 illustrates examples of the closeness of the distribution of $X$ in the aggregate model (derived based on Eq 5.7 and Eq 5.1 i.e. PEBS and BSDRX respectively) to the original one (i.e. simulation results of the original model with $N$ flows scheduled by GPS, using the WRR ($Q \to 0$) approximation).

Figure 5-6 - Figure 5-10 compare PEBS and BSDRX (original and aggregate) for all scenarios. The simulated values were derived from the best-fit graph $y = a \cdot e^{b \cdot x}$, where PEBS and BSDRX were given by $a$ and $e^b$ respectively.
Figure 5-6 Comparison of PEBS and BSDRX: VoIP70

Figure 5-7 Comparison of PEBS and BSDRX: VoIP50
Figure 5-8 Comparison of PEBS and BSDRX: VoIP30

Figure 5-9 Comparison of PEBS and BSDRX: Ton*2.5
It is apparent that the burst-scale decay rate (BSDRX) in the original model with GPS can be successfully approximated by the aggregation techniques which were partly a result of the scheduler-invariant property of the burst-scale. This aggregate model can be used to develop AS models, enabling fast simulation. See section 5.7 for details.

The error introduced by the aggregation technique (i.e the differences between the original and aggregate BSDR and PEBS) can be considered very small because the practical implications of this error is quite insignificant. This can be quantified using the following buffer dimensioning example.

Service providers typically need to dimension buffers such that the desired buffer overflow probability ($P_{\text{overflow}}$) is maintained. From Eq 5.2 and Eq 5.6,

$$P_{\text{overflow}} = P_B \cdot R^{x_{\text{overflow}}}$$

i.e.

$$x_{\text{overflow}} = \frac{\ln(P_{\text{overflow}}) - \ln(P_B)}{\ln(R)}$$
Using VoIP50 (0.8) as an example, the traffic parameters are:

\[ T_{on}=0.96s, \ T_{off}=1.69s, \ h=170, \ N=50, \ \rho=0.8 \]

The default G.729 codec requires packet loss to be far less than 1% to avoid audible error [79, 80]. Take \( P_{\text{overflow}} = 0.01 \) as an upper bound.

The original simulation produces \( R = 0.9941 \) and \( P_B = 0.1325 \), giving \( x_{\text{overflow}} = 436.73 \), while the aggregation technique produces \( R = 0.9951 \) and \( P_B = 0.0710 \), giving \( x_{\text{overflow}} = 399.1 \). The difference is \( \approx 37 \) packets (or 8.6%).

Figure 5-11 shows the variation of BSRX across all the scenarios while also comparing it with solutions given in both [31] (which is the one made use of in this thesis) and [76]: the latter is clearly not a good approximation, while the former is excellent, with the accuracy maintained over a wide range of input parameters (varied loads, ON-periods, arrival rates etc.).
5.6 **System Time (ST) : bursty traffic scheduled by GPS**

5.6.1 **Introduction**

In the presence of bursty traffic, the System Time (ST) distribution also consists of the two parts packet-scale and burst-scale [81]. In section 5.6.2, the ST distribution for an arbitrary packet in the GPS model is compared with the FIFO equivalents, demonstrating burst-scale scheduler-invariance (similar to the distribution of X). However, unlike for X, aggregation techniques for the Burst-Scale Decay Rate of ST (BSDRS) of FIFO (or GPS) do not exist in the literature so far. Therefore, a novel technique for the evaluation of BSDRS is derived (in section 5.6.2, which is validated by comparison with simulations of the original model in
section 5.6.3. This section also discusses the effects of varying input parameters, on decay rates and PEBS.

5.6.2 Novel Aggregation technique for ST

Statistics of ST were also collected for the simulations listed in Table 5.4.1. The method used to measure ST is the same as the one described in section 4.5.2.

First, the simulated Packet-Scale Decay Rate of ST (PSDRS) values were compared (for validation) with those derived from Eq 4.6 (i.e. ref. [70]) which gives the theoretical ST distribution for an M/D/1 PS system. Figure 5-13 shows that the packet-scale behaviour coincides with M/D/1 PS.

![Figure 5-12 Comparison of PSDRS – Simulated and theoretical](image)

Figure 5-12 Comparison of PSDRS – Simulated and theoretical
Next, the entire simulated ST distribution is considered, again in comparison with the corresponding FIFO cases. The same interesting phenomenon observed with X is seen i.e. the burst-scale behaviour of FIFO and GPS coincide (see Figure 5-13 for the results from the two load values of the VoIP70 scenario\(^1\)). Figure 5-14 illustrates how they start following the same path at the entry point to burst-scale.

---

\(^1\) Others are left out in order to keep the figure simple; however, Table 5.6.1 presents a complete set of results in a processed numerical form.
Table 5.6.1 which compares BSDRS of GPS and FIFO for all scenarios, justifies the observations made in the graphs.

Table 5.6.1 Comparison of BSDRS - GPS & FIFO (simulated)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>BSDRS</th>
<th>Scenario</th>
<th>BSDRS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GPS</td>
<td>FIFO</td>
<td></td>
</tr>
<tr>
<td>VoIP70 (0.6)</td>
<td>0.9608</td>
<td>0.9583</td>
<td>VoIP30 (0.8)</td>
</tr>
<tr>
<td>VoIP70 (0.7)</td>
<td>0.9866</td>
<td>0.9807</td>
<td>VoIP30 (0.9)</td>
</tr>
<tr>
<td>VoIP70 (0.8)</td>
<td>0.9945</td>
<td>0.9943</td>
<td>Ton*2.5 (0.6)</td>
</tr>
<tr>
<td>VoIP70 (0.9)</td>
<td>0.9979</td>
<td>0.9981</td>
<td>Ton*2.5 (0.7)</td>
</tr>
<tr>
<td>VoIP50 (0.6)</td>
<td>0.9619</td>
<td>0.9789</td>
<td>Ton*2.5 (0.8)</td>
</tr>
<tr>
<td>VoIP50 (0.7)</td>
<td>0.9875</td>
<td>0.9875</td>
<td>Ton*2.5 (0.9)</td>
</tr>
<tr>
<td>VoIP50 (0.8)</td>
<td>0.9950</td>
<td>0.9950</td>
<td>Ton*5 (0.6)</td>
</tr>
<tr>
<td>VoIP50 (0.9)</td>
<td>0.9983</td>
<td>0.9983</td>
<td>Ton*5 (0.7)</td>
</tr>
<tr>
<td>VoIP30 (0.6)</td>
<td>0.9808</td>
<td>0.9808</td>
<td>Ton*5 (0.8)</td>
</tr>
<tr>
<td>VoIP30 (0.7)</td>
<td>0.9608</td>
<td>0.9583</td>
<td>Ton*5 (0.9)</td>
</tr>
</tbody>
</table>
This result is also (similar to X) new to the literature. Further, unlike the observation of X, the scheduler-invariant property of the burst-scale ST would not normally be expected, as the GPS scheduler serves packets in an entirely different manner to that of FIFO. However, as shown by the results, the burst-scale (unlike the packet-scale) ST is not affected by the GPS scheduling mechanism. This result is of significant value as the burst-scale ST distribution of a GPS system could now be obtained by simulating its FIFO equivalent, or an aggregate model. However, aggregate techniques to evaluate the burst-scale distribution of ST, do not exist in the literature so far. A novel approach is developed here.

The following terms are defined:

- \( f(t) \) – \( \Pr\{t \leq ST < (t + 1)\} \), \( 1 \leq t \leq \infty \)
- \( t_k \) – ST at knee-point
- \( v \) – PSDRS i.e. \( \frac{f(t + 1)}{f(t)} \) for \( t < t_k \)
- \( V \) – BSDRS i.e. \( \frac{f(t + 1)}{f(t)} \) for \( t \geq t_k \)
- \( P_{BS} \) – Probability of experiencing burst-scale ST

Little’s result states the following is true for any work-conserving queueing system [82]:

\[
E[X] = \lambda \cdot E[ST] 
\]

Eq 5.8

\( E[X] \), the average number in the system can be broken down to two parts: the average number in the packet-scale component and the average number in the burst-scale component, denoted by \( x_{ps} \) and \( x_{bs} \) respectively.

\[
E[X] = \sum_{x=0}^{\infty} x \cdot p(x) = \sum_{x=0}^{x_k} x \cdot p(x) + \sum_{x=x_k+1}^{\infty} x \cdot p(x)
\]

where \( x_{ps} = \sum_{x=0}^{x_k} x \cdot p(x) \) and \( x_{bs} = \sum_{x=x_k+1}^{\infty} x \cdot p(x) \).

\(^1\) \( t=1 \) would indicate zero-waiting time.
\[ i.e. \quad E[X] = x_{ps} + x_{bs} \quad \text{Eq 5.9} \]

Similarly, \[ E[ST] = t_{ps} + t_{bs} \quad \text{Eq 5.10} \]

where \( t_{ps} \) and \( t_{bs} \) are the average ST of packet-scale and burst-scale respectively\(^1\).

Since Little’s result is true for any work-conserving queue, it must hold true for the Poisson traffic case, which coincides with the packet-scale component of bursty traffic. Therefore,

\[ x_{ps} = \lambda \cdot t_{ps} \quad \text{Eq 5.11} \]

From Eq 5. to Eq 5.11,

\[ x_{bs} = \lambda \cdot t_{bs} \quad \text{Eq 5.12} \]

Expressed in terms of a geometric progression;

\[ x_{ps} = \sum_{x=0}^{\infty} x \cdot p[0] \cdot r^x \approx \sum_{x=0}^{\infty} x \cdot p[0] \cdot r^x \approx \frac{p[0] \cdot r}{(1 - r)^2} \quad \text{Eq 5.13} \]

\[ \therefore \quad \sum_{x=0}^{\infty} x \cdot p[0] \cdot r^x \approx 0 \quad (\text{see Figure 5-15}) \]

\[ x_{bs} = \sum_{x=0}^{\infty} x \cdot PEBS \cdot R^x \approx \sum_{x=0}^{\infty} x \cdot PEBS \cdot R^x \approx \frac{PEBS \cdot R}{(1 - R)^2} \quad \text{Eq 5.14} \]

\[ \therefore \quad \sum_{x=0}^{\infty} x \cdot PEBS \cdot R^x \approx 0 \quad (\text{see Figure 5-15}) \]

\(^1\) Note that \( t_{ps} \) and \( t_{bs} \) should ideally be calculated based on \((t + 0.5) \cdot f(t)\) rather than \(t \cdot f(t)\) (since \( f(t) \) represents \( t \leq ST < (t + 1) \)); however, using \(t \cdot f(t)\) greatly simplifies the calculations and the difference is negligible.
For both $X$ and $ST$, the probability of entering the burst-scale would be approximately the same. Therefore, similar to Eq 5.14,

$$t_{bs} \approx \frac{PEBS \cdot V}{(1 - V)^2}$$

Therefore from Eq 5.12;

$$\frac{V}{(1 - V)^2} \cdot \lambda = \frac{R}{(1 - R)^2}$$

$$V = \frac{2 + \lambda \cdot (1/R - 2 + R)}{2} - \sqrt{\left[2 + \lambda \cdot (1/R - 2 + R)\right]^2 - 4}$$  \hspace{1cm} \text{Eq 5.15}$$

Further, the knee point in the distribution of $ST$ can be derived by following similar reasoning as with $X$ (i.e. Eq 5.2),

$$f(t_k) = P_{BS} \cdot (1 - V)$$

$$t_k = \frac{\ln(P_{BS} \cdot (1 - V) / f(1))}{\ln(v)}$$  \hspace{1cm} \text{Eq 5.16}$$
Note that the distribution starts from \( f(1) \) as ST must be at least 1. \( f(1) \) and \( v \) could be derived from Eq 4.6.

Further, similar to Eq 5.7,

\[
P_{bs} \approx \frac{PEBS}{(1 - V)} \tag{Eq 5.17}
\]

### 5.6.3 Results and Discussion

Figure 5-16 illustrates examples of the comparison between burst-scale ST of the original and aggregate models where the latter is derived based on Eq 5.6 and Eq 5.15 (PEBS and BSDRS respectively). Figure 5-17 to Figure 5-21 compare BSDRS and PEBS for all scenarios which demonstrate excellent agreement between the original and aggregate models.

![Figure 5-16 Validation of aggregate model: System Time (ST)](image-url)
Figure 5-17 Comparison of PEBS and BSDRS: VoIP70

Figure 5-18 Comparison of PEBS and BSDRS: VoIP50
Figure 5-19 Comparison of PEBS and BSDRS: VoIP30

Figure 5-20 Comparison of PEBS and BSDRS: Ton*2.5
The results show that the burst scale ST distribution can be accurately approximated by the novel aggregation technique, which was derived based on the scheduler-invariant property of the burst-scale and the techniques developed for the burst scale X in section 5.5.2. This is a novel and accurate approximation with minimal complexity. Section 5.7 describes the significance of applying these result to develop AS models, for the performance evaluation of packet networks.

Figure 5-22 shows the variation of BSDRS across all the scenarios, which is similar to the variation of BSDRX.
Figure 5-22 Comparison of BSDRS – GPS

Figure 5-11 and Figure 5-22 clearly illustrate the effects on BSDRX and BSDRS respectively (commonly referred to as BSDR), caused by varying the input parameters. For example, increasing $h$ and $T_{on}$ (i.e. from VoIP70 to Ton*2.5 to Ton*5) under the same load increases BSDR which means the distributions decay slower. Increasing $N$ (i.e. from VoIP30 to VoIP50 to VoIP70) under the same load, on the other hand, decreases BSDR and this is known as multiplexing gain (using more sources makes the distribution decay faster, reducing the tail). Further, decreasing the load decreases BSDR (also PEBS), reducing the burst-scale component (and increasing the packet-scale component). Due to this, the simulated number of events occurring in the burst-scale at low loads is usually too few to be used in any statistical analysis, e.g. PEBS values for the cases with utilisations 0.4 and 0.5 of the scenarios listed in Table 5.4.1 range from $10^{-7}$ to $10^{-13}$; hence they
result in very little burst-scale events in a standard (i.e. non-accelerated) simulation that finishes within a practical time limit.

5.7 Application to Accelerated Simulation: speed-up factor

Similar to Chapter 4, the aggregate model introduced in this section also consists of a single flow (i.e. equivalent ON-OFF source) instead of $N$ flows: this means (similar to Chapter 4), the aggregate model has $N$ times less events as in the original model, which will give a speed-up factor equal to $N$ in an AS model.

In addition, the discovery of the scheduler invariant property also introduces event reduction. This is because using a FIFO scheduler results in the same burst-scale behaviour as GPS which means a standard ON-OFF source can be used instead of ExpoOn, which will reduce the number of events by (at least – see below) a factor of 10 (i.e. small packets per large packet). In order to demonstrates the significance of this event reduction, consider the scenario ‘Ton*2.5’ as an example. Here,

\[
\text{Mean sending rate of a single source} = \frac{2.4 \times 200}{2.4 + 5.39} \text{ packets/sec} \\
= 61.62 \text{ packets/sec}
\]

\[
\text{Mean sending rate from all 70 sources} = 4313.22 \text{ packets/sec}
\]

Hence, the number of events in a simulation of length 5000 sec will be $2.16 \times 10^7$, while the total number of events in 100 such (randomised) simulations will be $2.16 \times 10^9$. Results presented in this chapter facilitate the reduction of number of events to $2.16 \times 10^8$ with the use of the standard ON-OFF source which will substantially reduce the wall-clock time taken by an event-driven simulator. Further, simulating with a FIFO scheduler rather than WRR would generally further speed-up the simulation (the exact amount will depend on the particular simulator).

5.8 Further validation of results

In addition to the validations presented throughout the chapter, the relationship between the simulated X and ST is validated here by employing Little’s result.
The simulated $E[X]$ and $E[ST]$ are determined based on extrapolated best-fit graphs. This is more accurate than using the original graphs for the following reason. It is apparent that the simulated distributions deviate from the expected pattern (sometimes called ‘noise’) beyond a certain point (referred to as ‘cut-off point’ from here onwards). This is due to the low probabilities of the events concerned resulting in the number of events being inadequate to give unbiased probabilities: this is normal with stochastic simulations. ‘Noisy’ values are avoided by taking the extrapolated best-fit graphs rather than the original one (see Figure 5-23). Further, had it been feasible to run the simulations long enough, those simulated distributions would have indeed coincided with the extrapolated best-fit graphs. Moreover, the values prior to the cut-off point are also smoothed out by employing best-fit graphs rather than the original ones. Therefore, the packet-scale average is also determined similarly (i.e. best-fit rather than original). Figure 5-23 shows how the extrapolated best-fit graphs are employed for the calculation of $E[X]$ in the VoIP70 (0.8) scenario as an example.
Once the simulated \( p(0) \), PEBS, \( r \) and \( R \) are determined by the best-fit graphs (of the form \( y = a \cdot e^{b \cdot x} \)), \( x_{ps} \) and \( x_{hs} \) are calculated using Eq 5.13 and Eq 5.14 respectively. \( t_{ps} \) and \( t_{hs} \) are calculated similarly (using \( f(I) \), PEBS, \( v \) and \( V \)), which are then used to calculate \( E[X] \) and \( E[ST] \) (Eq 5.9 and Eq 5.10 respectively). Finally, simulated \( E[X]/E[ST] \) is compared with theoretical \( \lambda \) (see Table 5.8.1). Note that \( \lambda = \rho \) as the number of packets served per TU is 1.

Table 5.8.1 Validation of simulated \( E[X] \) and \( E[ST] \) against Little’s result

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( \lambda = \frac{E[X]}{E[ST]} )</th>
<th>Theory</th>
<th>Scenario</th>
<th>( \lambda = \frac{E[X]}{E[ST]} )</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoIP70 (0.6)</td>
<td>0.6139</td>
<td>0.6</td>
<td>VoIP30 (0.8)</td>
<td>0.7979</td>
<td>0.8</td>
</tr>
<tr>
<td>VoIP70 (0.7)</td>
<td>0.7214</td>
<td>0.7</td>
<td>VoIP30 (0.9)</td>
<td>0.8983</td>
<td>0.9</td>
</tr>
<tr>
<td>VoIP70 (0.8)</td>
<td>0.7926</td>
<td>0.8</td>
<td>Ton*2.5 (0.6)</td>
<td>0.6100</td>
<td>0.6</td>
</tr>
<tr>
<td>VoIP70 (0.9)</td>
<td>0.8730</td>
<td>0.9</td>
<td>Ton*2.5 (0.7)</td>
<td>0.6794</td>
<td>0.7</td>
</tr>
<tr>
<td>VoIP50 (0.6)</td>
<td>0.6334</td>
<td>0.6</td>
<td>Ton*2.5 (0.8)</td>
<td>0.8248</td>
<td>0.8</td>
</tr>
<tr>
<td>VoIP50 (0.7)</td>
<td>0.7212</td>
<td>0.7</td>
<td>Ton*2.5 (0.9)</td>
<td>0.8993</td>
<td>0.9</td>
</tr>
<tr>
<td>VoIP50 (0.8)</td>
<td>0.8298</td>
<td>0.8</td>
<td>Ton*5 (0.6)</td>
<td>0.5825</td>
<td>0.6</td>
</tr>
<tr>
<td>VoIP50 (0.9)</td>
<td>0.8966</td>
<td>0.9</td>
<td>Ton*5 (0.7)</td>
<td>0.6801</td>
<td>0.7</td>
</tr>
<tr>
<td>VoIP30 (0.6)</td>
<td>0.6263</td>
<td>0.6</td>
<td>Ton*5 (0.8)</td>
<td>0.8121</td>
<td>0.8</td>
</tr>
<tr>
<td>VoIP30 (0.7)</td>
<td>0.7029</td>
<td>0.7</td>
<td>Ton*5 (0.9)</td>
<td>0.8800</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 5.8.1 shows that the simulations presented in this chapter are in agreement with Little’s result.

5.9 Summary

The burst-scale behaviour of multiplexed homogeneous ON-OFF sources is analysed in this chapter, and it is discovered that the burst-scale ‘number in the system’ (\( X \)) and ‘system time’ (\( ST \)) are scheduler-invariant over FIFO and GPS. This is a significant result as this eliminates the need to carry out GPS simulations for bursty sources, which are complex, as the much simpler FIFO equivalent could provide the same results. Section 5.7 gives an example of the acceleration which can be achieved as a result.
The discovery of the scheduler-invariant property also means that for the evaluation of X, aggregation techniques developed for FIFO could be employed to evaluate the performance with a GPS scheduler, as shown in section 5.5.2, e.g. a single equivalent ON-OFF source instead of N sources, which as shown in Figure 5-11 is an excellent approximation of the original model. This result leads to event reduction in simulations, i.e. AS models, as N multiplexed ON-Off sources could be accurately replaced by a single equivalent ON-OFF source.

Based on the techniques developed for X, section 5.6.2 has developed a novel formula for the burst-scale decay rate of the ST distribution which is shown to be simple and accurate over a wide range of input parameters (see Figure 5-22), in the evaluation of burst-scale ST of ON-OFF traffic scheduled by GPS.

Finally, in Table 5.8.1, Little’s result is used to carry out an overall validation process for this chapter, where the ratio of simulated $E[X]/E[ST]$ is shown to closely approximate (theoretical) $\lambda$ as stated in Little’s result, for all presented scenarios.
Chapter 6

WEIGHTED FAIR QUEUEING

6.1 Introduction

The type of non-FIFO scheduler commonly used in practice is Weighted Fair Queueing (WFQ), as described in section 3.4.2.2. Employing WFQ schedulers, this chapter briefly considers in section 6.3, models with homogeneous traffic classes (similar to Chapter 5). Performance evaluation with more realistic models which involve heterogeneous traffic classes are then presented in detail in section 6.4, where a novel aggregation technique to determine the burst-scale System Time (ST) distribution of a class of interest is developed. This section also explains how the developed techniques can be used to develop Accelerated Simulation (AS) models. First, section 6.2 describes with an example how the WFQ scheduler operates, in comparison with GPS and standard WRR.

6.2 Scheduling schemes: GPS, WFQ and WRR

It is important to identify the WFQ scheduling discipline distinctively from GPS and WRR. The detailed descriptions given in Chapter 3 can be summarised as follows. GPS serves an infinitesimally small amount from each class during a cycle, which cannot be achieved practically. WFQ algorithms are packet-based; however, they are able to approximate GPS by serving packets in the same order in which they would finish service in the ideal GPS scheme, e.g. when equal weights are given to all classes, WFQ will approximately serve an equal number of bits from
each class irrespective of the packet sizes, constrained only by the fact that packets are not divisible in a practical system. WRR (i.e. standard-WRR – see section 3.4.2.2.2), on the other hand, also packet-based, is not specifically designed to approximate GPS; however, it could act as a rough approximation if the weights are assigned carefully (which only works when the packet sizes of each class are known and non-variable). The following example clearly illustrates the difference between the three schemes, by comparison of their order of service.

Consider a queueing system with separate buffers for two heterogeneous traffic classes, Class #1 and Class #2 (Figure 6-1). The traffic fed into Class #1 and Class #2 have packet sizes 3 bytes (packets denoted by A, B, C,.. etc.) and 2 bytes (packets denoted by α, β, γ,.. etc.) respectively. For the purpose of this analysis, assume that packets are broken down into ‘slices’ of one byte each, e.g. packet A is broken down into A1, A2 and A3, which are used by the GPS server\(^1\). Assume that the two classes are backlogged as shown.

![Figure 6-1 Queueing model with two classes of service](image)

Table 6.2.1 gives the order of service if these two buffers were scheduled by each of the three schemes GPS, WFQ and WRR. In GPS and WFQ, equal weights are

\(^1\) For the sake of simplicity of this example, slices can be assumed as one-byte in size without loss of generality. Note that in the ideal GPS scheme, slices would be infinitesimally small in size.
given to the two classes, while in WRR, weights Class #1:Class #2 are set to 2:3 (i.e. reciprocal of packet sizes) in order to approximate GPS (and WFQ).

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Order of service</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS (1:1)</td>
<td>A1 α1 A2 α2 A3 β1 B1 β2 B2 γ1 B3 γ2 C1 ...</td>
</tr>
<tr>
<td>WFQ (1:1)</td>
<td>α1 α2 A1 A2 A3 β1 β2 B1 B2 B3 γ1 γ2 δ1 ...</td>
</tr>
<tr>
<td>WRR (2:3)</td>
<td>A1 A2 A3 B1 B2 B3 α1 α2 β1 β2 γ1 γ2 C1 ...</td>
</tr>
</tbody>
</table>

Table 6.2.1 Comparison of order of service: GPS, WFQ & WRR

Notice that GPS continues to take a ‘slice’ from each class at a time, while in both WFQ and WRR, the slices belonging to a single packet are always kept together. WFQ selects packets depending on their service finishing order¹ in GPS, i.e. α, A, β, B ..etc. Note that the difference between WFQ and GPS never exceeds the service time of a large packet (unlike WRR, see e.g. packet B). WRR selects an appropriate number of packets from each class, based on the weights assigned. Further, Figure 6-2 demonstrates the fact that an appropriately weighted WRR can approximate WFQ, while an equally weighted WRR cannot, in the case of heterogeneous classes: as shown, the Waiting Time (WT) of Class #1 when scheduled by an equally weighted WRR, is entirely different to those of the other two. Hence, even though WRR is relatively simple to implement, WFQ is of more practical use (than WRR) as it is immune to the effects of variable packet lengths and does not require prior knowledge of packet sizes in order to approximate GPS.

¹ Some WFQ algorithms are based on service starting times, as explained in section 3.4.2.2.1.
Performance evaluation for the homogeneous case

The following models were considered:

a) $N$ homogeneous classes where each class accepts traffic from a single flow (similar to Chapter 5)

b) 5 homogeneous classes where each class accepts traffic from $N/5$ flows.

An equally weighted WFQ scheduler was employed in both cases. The input parameters were the same as those listed in Table 5.4.1.

As would be expected, given the scheduler-invariant property seen in Chapter 5 for GPS and FIFO, the burst-scale ST distributions of both models a) and b) coincide with those of GPS, and therefore with FIFO as well (see Chapter 5). Hence, the aggregation techniques developed in Chapter 5 can be used for the performance evaluation in the homogeneous case for WFQ.
6.4 Performance Evaluation for the heterogeneous case

6.4.1 Introduction

Evaluating the distributions of ‘Number in the system’ (X) and ‘System Time’ (ST) in heterogeneous classes scheduled by WFQ is challenging. This is because the actual service capacity (or service rate) received by a class cannot be easily determined, due to the following reason. The service rate originally allocated to a class, say Class $x$ is $C \cdot \phi_x$ (where $C$ is the total service capacity and $\phi_x$ is the weight allocated to Class $x$), which is indeed the rate received when all classes are backlogged; however, in a work-conserving system, the actual service received could be higher at certain times i.e. when one (or more) of the other classes is (are) empty. If all other classes are empty, then Class $x$ will be served with the full capacity (i.e. $C$) of the server. This is because the (work-conserving) server must always be busy if there are packets in the system. The usage of service capacity (or bandwidth) that was originally allocated to other classes is sometimes referred to as ‘bandwidth stealing’ [78, 83].

As a result of bandwidth stealing, the average service rate received over a long period will not be equal to $C \cdot \phi_x$, but will depend on the amount of bandwidth ‘stolen’ (and ‘lost’, i.e. stolen by other classes), which is a function of the traffic demands of other classes [84]. Ref [78] illustrates with simulation results that predicting the queue-state distribution by assuming the overall per-class service rate to be $C \cdot \phi_x$ is inaccurate. Ref [78] then uses simulation to measure the actual bandwidth received (in certain scenarios), which helps provide a reasonable prediction of the queue-state distribution. Additionally, [84] and [85] have developed the idea of ‘service envelopes’ which basically state that the service rate available to Class $x$ (whenever it is backlogged) is lower bounded by $C \cdot \phi_x$ and upper bounded by $C$; however they do not give explicit formulae for the exact overall service rate received. This chapter develops a novel and simple aggregation technique (which does not require measurement) to accurately approximate the actual service capacity received by heterogeneous classes (section 6.4.3), which
leads to AS models. Section 6.4.4 validates the novel aggregation technique by comparison of the original and aggregate models.

6.4.2 Simulation topology and Model

The topology is the same as in Chapter 5, i.e. incoming traffic flows are routed from the ‘Edge’ node to the ‘Destination’ node. The ‘original model’ consists of $N$ heterogeneous traffic classes, Class A, Class B, etc. where Class A is the one which is of interest. As far as Class #A is concerned, the remaining $N-1$ classes can be thought of as a single class (e.g. the total excess bandwidth available to Class A could either come from $(N-1)$ classes where $N>2$, or a single class). Therefore, for brevity, the original model considered in this chapter consists of two heterogeneous classes Class A and Class B.

The aggregation technique developed in this chapter ensures that the ST experienced by Class A would remain the same even when it is simulated on its own (i.e. without the other classes). Therefore, the ‘aggregate model’ consists of Class A only.

6.4.3 Novel Aggregation Technique for System Time: heterogeneous classes

The following terms are defined.

- $\lambda_x$ - arrival rate of class $x$, $x = A, B$
- $\lambda$ - total arrival rate, i.e. $\lambda_A + \lambda_B$
- $C_x$ - overall service rate received by class $x$, $x = A, B$
- $C$ - total service rate
- $\rho_x$ - utilisation of class $x$, $x = A, B$, i.e. $\frac{\lambda_x}{C_x}$
- $\rho$ - total utilisation, i.e. $\frac{\lambda}{C}$
- $\phi_x$ - relative weight allocated to class $x$, $x = A, B$ such that $\sum_x \phi_x = 1$

When both queues are backlogged, the service rate received by each class is equal to $C \cdot \phi_x$ $(x = A, B)$. As explained in section 6.4.1, $C_x \neq C \cdot \phi_x$. Moreover,
$C_x$ depends on the traffic demands of the other class, or more specifically, the probability that the other queue is empty. Define $q_x$ as the probability of queue $x$ being empty, ($x = A, B$). However, finding a solution for $q_x$ is a challenge, because e.g. $q_B$ is a function of $\rho_B$, therefore $C_B$, which in turn depends on $q_A$. Nevertheless, deriving $C_x$ and $q_x$ as described below yields a tidy approximation.

The total of overall service rates received by the two classes is equal to $C$. i.e.

$$C = C_A + C_B \quad \text{Eq 6.1}$$

Class A will be served at a rate of $C$ or $C \cdot \phi_A$ depending on whether Class B is empty or not. Therefore,

$$C_A \approx q_B \cdot C + (1 - q_B) \cdot C \cdot \phi_A \quad \text{Eq 6.2}$$

($C_B$ is similar.)

An expression for $q_x$ can be derived as follows.

In a work-conserving single class system, the probability of a queue being empty ($q$) is given by:

$$q = s[0] + s[1]$$

where $s[k], k = 0, 1, 2, \ldots \infty$ is the probability of $k$ packets in the system, i.e. the queue is empty when the system is empty and when the system has exactly 1 packet (as this packet must be in service).

$$s[0] = 1 - \rho \quad \text{where } \rho \text{ is the utilisation of the system.}$$

$$s[1] = s[0] \cdot \left(1 - \frac{a[0]}{a[1]}\right) \quad \text{where } a[k], k = 0, 1, 2, \ldots \infty \text{ is the probability of } k \text{ arrivals in a Time Unit (TU), where a TU is defined as the service time of a packet.}$$

For a Poisson input distribution;

$$a[k] = \frac{\lambda^k}{k!} \cdot e^{-\lambda} \quad \text{where } \lambda \text{ is the number of arrivals per TU [32].}$$

$$\therefore a[0] = e^{-\lambda}$$
Therefore,

\[ q = (1 - \rho) \cdot \left( 1 + \frac{1 - e^{-\lambda}}{e^{-\lambda}} \right) \]

\[ q = e^\lambda \cdot (1 - \rho) \]

In a system with two classes A and B, the empty-queue probability is not as simple, e.g. \( q_A \) will be a function of \( s[0], s[1], s[2] \) etc. also of \( q_B \) (and vice versa) which makes it impossible to determine either \( q_A \) or \( q_B \). However, using the same formula as for the single-class system, with \( \rho \) replaced by \( \rho_A \) (or \( \rho_B \) for class B) provides an excellent approximation (as shown with the comparison at the end of section 6.4.4, in Figure 6-8), i.e.

\[ q_A \approx e^{\bar{\lambda}_A} \cdot (1 - \rho_A) \quad \text{Eq 6.3} \]

Substitution for \( q_A \) and \( q_B \) in Eq 6.2 and for \( C_A \) and \( C_B \) in Eq 6.1 results in the following:

\[- \left[ e^{\lambda_A} \cdot \phi_A + e^{\lambda_B} \cdot \phi_B \right] \cdot C_A^2 + \left[ e^{\lambda_A} \cdot \phi_A \cdot (C + \lambda_A) + e^{\lambda_B} \cdot \phi_B \cdot (C - \lambda_B) \right] \cdot C_A \]

\[ - \left[ e^{\lambda_B} \cdot \phi_A \cdot \lambda_A \cdot C \right] = 0 \quad \text{Eq 6.4} \]

where \( C_A \) is the only unknown variable.

The ST distribution of Class A (i.e. aggregate model) can now be evaluated based on the aggregation techniques developed in Chapter 5, i.e. using the same formulae (i.e. Eq 5.15 for the Burst-_SCALE Decay Rate, BSDRS and Eq 5.6 for the Probability of Entering Burst-SCALE, PEBS), with C (total service rate) replaced by \( C_A \).

### 6.4.4 Results and Discussion

Input parameters used for the simulation experiments are listed in Table 6.4.1. An equal number of traffic sources belong to each class, e.g. in the scenario
‘VoIP70_hetero’, 35 sources belong to each class, giving a total of 70 for the two classes. The sources of both classes generate the same number of packets per TU; however, as shown, the packet sizes are different. The TU is defined as the service time of a Class A packet.

Table 6.4.1 Input parameters

<table>
<thead>
<tr>
<th>Scenario ID</th>
<th>N</th>
<th>Ton</th>
<th>Toff</th>
<th>h</th>
<th>ψ</th>
<th>Packet size (Class A)</th>
<th>Packet size (Class B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoIP100_het</td>
<td>50</td>
<td>0.96</td>
<td>1.69</td>
<td>170</td>
<td>0.3623</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>VoIP70_het</td>
<td>35</td>
<td>0.96</td>
<td>1.69</td>
<td>170</td>
<td>0.3623</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>VoIP50_het</td>
<td>25</td>
<td>0.96</td>
<td>1.69</td>
<td>170</td>
<td>0.3623</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>Ton*2.5_het</td>
<td>35</td>
<td>2.40</td>
<td>5.39</td>
<td>200</td>
<td>0.3079</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>Ton*5_het</td>
<td>35</td>
<td>4.80</td>
<td>12.35</td>
<td>220</td>
<td>0.2799</td>
<td>20</td>
<td>5</td>
</tr>
</tbody>
</table>

All scenarios listed in Table 6.4.1 were simulated with utilisations 0.6, 0.7, 0.8 and 0.9, employing a WFQ scheduler with equal weights for the two classes. The results are compared with those of the aggregate model in Figure 6-3 - Figure 6-7. Similar to Chapter 5, all simulated BSDRS and PEBS values shown were obtained by taking the average ST distribution from 100 independent simulation runs and deriving best-fit exponential decay graphs of the form \( y = a \cdot e^{b \cdot x} \) where the BSDRS and PEBS are given by \( e^b \) and \( a \) respectively.
Figure 6-3 Comparison of PEBS and BSDRS of Class A: VoIP100_het

Figure 6-4 Comparison of PEBS and BSDRS of Class A: VoIP70_het
Figure 6-5 Comparison of PEBS and BSDRS of Class A: VoIP50_het

Figure 6-6 Comparison of PEBS and BSDRS of Class A: Ton*2.5_het
The results show that the aggregation technique introduced in section 6.4.3 is accurate over a range of input parameters, which means the aggregate model could be successfully employed to develop AS models (with minimal complexity), in order to evaluate the burst-scale ST of heterogeneous traffic classes scheduled by WFQ. This can be achieved by simulating Class A on its own and adjusting the ST based on the aggregation technique which ensures that Class A will behave approximately the same as if the other class(es) were present. Section 6.5 shows the speed-up that can be achieved by such AS models.

For further validation, the approximation used for $q_A$ (probability of class A buffer being empty) was compared against the simulated values of the original model (see Figure 6-8), which shows the approximation is excellent.
The accuracy of the $q_A$ approximation is better at lower loads because at higher loads (e.g., 0.9), the approximation of $\delta[0]$ (i.e., $1 - \rho$) isn’t very accurate. This is because at higher loads, the queue keeps building up, introducing correlation among the system state seen by consecutive arrivals, unlike in the case of lower loads.

It is worth noting that the decay rate of the ST distribution of class A is always slightly worse than that of the overall ST distribution in the corresponding homogeneous case (Figure 6-9): this is because the service capacity is now shared.
Further, note that Class B only demonstrates packet-scale queuing as its arrival rate is comparatively small (which means only a small queue will build up during the time the server is attending to class A).

### 6.5 Application to Accelerated Simulation: speed-up factor

The magnitude of the speed-up factor achieved by applying the aggregation techniques developed in this chapter to develop AS models will depend on the traffic characteristics of Class A and Class B. However, recall that Class B is used to represent a group of classes (see section 6.4.2), which means the acceleration achieved can be quite significant when simulating the model of a real network scenario.
6.6 Summary

This chapter analyses the behaviour of bursty traffic in the presence of a WFQ scheduler, which is the most widely used practical approximation of the ideal GPS scheme. In the case of homogeneous classes, the behaviour is almost the same as in GPS, for which aggregation techniques (to evaluate the burst scale distributions of ‘number in the system’, X and ‘system time’, ST) are already presented in Chapter 5. Therefore, this chapter focuses on the evaluation of buffer performance in the presence of heterogeneous classes.

Review of the literature shows that determining the exact burst-scale behaviour of heterogeneous classes is a challenge: the main reason for this is the difficulty in determining the actual service capacity used by each class which has not so far been quantified (except for upper bounds and lower bounds). In this chapter, a novel, simple and accurate aggregation technique to determine the capacity used is presented, based on which the burst-scale ST distribution of the class of interest is derived. The validation results presented in this chapter demonstrate excellent agreement between the original and aggregate models. Consequently, AS models can be developed by removing the classes other than the class of interest from the simulator, which can achieve a substantial reduction of number of events.
CONCLUSIONS AND FUTURE WORK

7.1 Introduction

The ongoing rapid increase in demand for improvements in packet networks calls for efficient methods that can evaluate network performance. This research has proposed, implemented and validated novel aggregation techniques that can efficiently evaluate the buffer performance in the presence of bursty traffic scheduled by the ideal GPS discipline. These techniques are also extended so that they are applicable in more practical situations, i.e. in the presence of heterogeneous traffic classes scheduled by the WFQ discipline, which is currently the most widely used practical approximation of GPS. All of the techniques developed in this thesis have demonstrated excellent accuracy and therefore enable the development of Accelerated Simulation (AS) models achieving a substantial reduction of number events, as shown throughout the thesis.

This research can be regarded as an important first step in the development of tools for the performance evaluation of practical networks scheduled by non-FIFO disciplines which are rapidly becoming popular today. Section 7.2 explains how these novel aggregation techniques can be further extended, while section 7.3 presents the final conclusions resulting from the work presented throughout thesis.
7.2 Future work

This research can be extended in at least three stages which are: employing slightly different scheduling mechanisms (perhaps those most popular in the industry), using other types of traffic (e.g. self-similar traffic) and finally moving from the single queueing system to end-to-end paths.

An important extension of the work presented in Chapter 6 would be to research the applicability of the developed aggregation techniques to a WFQ scheduler with unequal weights across the heterogeneous classes. This is important because, while an equally weighted WFQ scheduler offers equal bandwidth sharing to heterogeneous flows, in practice there is a need to allocate more bandwidth (than their equal share) for traffic belonging to certain classes (and therefore less bandwidth for others) when networks operate under congestion, i.e. differentiated Quality of Service (QoS).

Another interesting extension would be to investigate the behaviour of bursty traffic scheduled by the Deficit Round Robin discipline (also its variations - see section 3.4.2.2.3), which is popular in industry (e.g. Cisco). Despite the popularity, research suggests DRR is not as good as WFQ as an approximation to GPS. It may be worth exploring if the scheduler-invariant property prevails with this discipline, which will indicate if it is possible to directly apply the same techniques. If the burst-scale behaviour is considerably different to GPS, the aggregation techniques developed in this thesis will need to be extended. For heterogeneous classes (with DRR), it may be possible to approximate the service capacity received by each class by using the solution developed for WFQ in Chapter 6.

As Poisson traffic and SRD traffic are already addressed in this thesis, the next most important type of traffic that needs to be investigated is Long Range Dependent (LRD) traffic, as recent advances in network research suggest that effects of LRD traffic in today’s networks are non-trivial. LRD traffic, which is self-
similar\(^1\), results in queue state distributions that decay slower than exponentially, which results in longer waiting times [33]. This is partly the result of the heavy-tailed nature of data files transferred over IP networks. Therefore, even though LRD traffic is also modelled by ON-OFF sources, at least the ON period should be based on a heavy-tailed distribution, e.g. Pareto\(^2\). This results in behaviour which makes acceleration a challenge, and at the same time makes AS models all the more necessary in order to efficiently evaluate network performance.

The aggregation techniques developed in this thesis for a single queueing system can be extended to evaluate the end-to-end performance of a traffic flow (or class) of interest. See Figure 7-1 where the interest is in the performance of flow \(#1\). The end-to-end delay experienced by flow \(#1\) will be the summation of the system times experienced at each node, which can be evaluated by applying the novel aggregation techniques developed in Chapter 5 (in the case of homogeneous flows) or Chapter 6 (in the case of heterogeneous flows) at each node.

\(^1\) Traffic that is bursty on many or all times scales (unlike SRD traffic) are described as self-similar [86].

\(^2\) A new traffic source with an exponentially-distributed OFF period and Pareto-distributed ON period was developed during this research, which was validated by comparison with the Geo/Pareto/1 theoretical model: therefore, this source is ready be used to model LRD traffic.
Finally, the results of this research can be used to simplify the design of a network emulator, so that the entire network layer does not need to be built. As shown in Figure 7-2, the network layer at each node can be built based on aggregate models developed in this research, which will greatly simplify the implementation of the emulator. *Flow #1* here could carry the traffic belonging to a particular application, e.g. VoIP over RTCP.

**Figure 7-2 Application of aggregate models to a network emulator**
7.3 Conclusions

This research has developed novel aggregation techniques that can accurately approximate the distributions of ‘number of packets in the system’, X and ‘system time’, ST in the presence of both bursty and non-bursty traffic flows scheduled by GPS and WFQ. The aggregation techniques enable the evaluation of performance via Accelerated Simulation (AS) models (see Chapter 2), which means the amount of resources required for the simulation is substantially reduced (see Chapter 4 – 6 for specific details). This means the desired results can be obtained much faster than in an ordinary simulation, enabling researchers to identify any developments required, in a timely manner. This research is a significant contribution to networking research because AS modelling with processor-sharing schedulers is completely novel, and important as FIFO scheduling is often considered to be inadequate when users require QoS (see Chapter 3).

In addition to speeding up simulations, the novel techniques presented in this thesis can also be used for analytical prediction of buffer performance, which will again speed-up the process because all of these techniques are of minimal complexity (i.e. they are all ‘back-of-the-envelope’ type of calculations and do not require complex mathematical tools such as Matlab).

Chapter 4 has covered the aggregation of traffic in the presence of homogeneous Poisson traffic flows scheduled by GPS. The original model (with N flows) is replaced by an aggregate model (with a single flow, i.e. flow of interest) where the novel aggregation techniques ensure the aggregate model’s behaviour closely approximates that of the original model, in terms of queue state and system time experienced by the flow of interest. The results of this chapter are significant for the overall research because it covers the evaluation of the packet-scale component of bursty traffic (which is the main concern), as the behaviour of Poisson traffic coincides with the packet-scale behaviour of bursty traffic.

Chapter 5 has investigated bursty traffic, modelled by multiplexed exponential ON-OFF sources. Here, an interesting property is discovered, i.e. scheduler-
invariance of the burst-scale behaviour (unlike the packet-scale behaviour), from FIFO to GPS. This discovery greatly simplifies analysis, enabling the evaluation of X based on aggregation techniques developed for FIFO (e.g. ref [31, 32] which replaces N ON-OFF flows with a single equivalent flow). Aggregation techniques to evaluate ST, however, do not exist in the literature; therefore, Chapter 5 develops a novel technique to determine the burst-scale ST distribution which has proved to be an excellent approximation, as demonstrated by comparison with (original, non-accelerated) simulation results. The scheduler-invariant property facilitates further acceleration of simulation as the complex GPS scheduler could now be replaced by the simple FIFO (for the purpose of studying burst-scale behaviour). The scheduler-invariance also casts doubt on the value of engaging expensive resources in implementing complex non-FIFO scheduling mechanisms, despite the protection they provide from ill-behaved sources.

Chapter 6 takes the research a step further, by extending the aggregation techniques to be applicable to heterogeneous traffic classes, scheduled by WFQ (as GPS is not implemented in practice). The primary challenge here is to determine the portion of service capacity received by each class, which has previously only been determined in terms of (upper and lower) bounds and via measurements (see section 6.4.1 for details). Chapter 6 presents a simple and novel analytical technique for the approximation of the service capacity received by a class of interest, which (combined with the burst-scale evaluation techniques from Chapter 5) facilitates AS models by removing the other traffic classes from the simulation.

Even though the key performance metric focused in this research is ST (as this is the most important from the perspective of the user), the evaluation of queue state also leads to important implications for the industry, for instance, for the calculation of loss probabilities and more importantly for buffer dimensioning based on a given level of loss probability. For example, the default G.729 codec for VoIP requires packet loss to be far less than 1% to avoid audible errors [79]. The techniques developed in Chapter 5 could be used to easily work out the minimum size of the buffer required for VoIP traffic, in order fulfil this requirement.
APPENDIX A – RANDOM NUMBER GENERATOR (RNG) MRG32k3a

The RNG MRG32k3a, which is implemented in NS2 has a well-structured mechanism for providing multiple independent random processes across multiple runs of a simulation: Figure A-1 depicts how this is achieved. Each random process in the simulator is seeded to the beginning of the next independent stream, and MRG32k3a allows $1.8 \times 10^{19}$ such independent processes within a simulation. The sub-streams shown in the figure are used for multiple independent replications of a simulation i.e. for each replication, a different sub-stream should be used and in this RNG, a maximum of $2.3 \times 10^{15}$ such replications are possible. Further, each sub-stream has a period of $7.6 \times 10^{22}$ which gives the number of random numbers that can be produced for each process in a single replication [15].
APPENDIX B – PGPS ALGORITHM

The three main tasks involved in the PGPS algorithm are;

(i) Updating the virtual time
(ii) Updating the order of service
(iii) Calculating the real times for the departure of packets

Out of these tasks, (i) is the most challenging and also the vital component, since tasks (ii) and (iii) depend on it, as described below.

(i) Updating the virtual time

Let

\[ t_j = \text{time at which the } j^{th} \text{ event occurs. ('event': arrival or departure of a packet)} \]

\[ t_i = \text{time of the first arrival of a busy period} = 0 \]

\[ B_j = \text{set of sessions that are busy in the interval } (t_{j-1}, t_j). \text{ This is a fixed value for } j = 2, 3, \ldots \]

\[ V(t_i) = \text{virtual time at time } t_j \]

\[ V(t_i) = V(0) = \text{Virtual time when the server is idle} = 0 \]

\[ \phi_i = \text{weight assigned to sub-queue } i \text{ (i.e. relative rate of service for sub-queue } i) \]

Then virtual time is updated (whenever there is an event) as follows:

\[ V(t_{j-1} + \tau) = V(t_{j-1}) + \sum_{i \in B_j} \frac{\tau}{\phi_i} \text{ where } \tau \leq t_j - t_{j-1}, \ j = 2, 3, \ldots \]

Most of the overhead occurs in keeping track of sets \( B_j \), since they need updating at every event (arrival and departure) in order to detect whether each session is active or idle.

(ii) Updating the order of service

This is done at the arrival of a packet.

\[ a_i^k = \text{time at which packet } k \text{ of sub-queue } i \text{ arrives} \]

\[ L_i^k = \text{length of packet } k \text{ of sub-queue } i \]
\( s_i^k = \) virtual time at which packet \( k \) of sub-queue \( i \) starts service

\( F_i^k = \) virtual time at which packet \( k \) of sub-queue \( i \) finishes service

\[
s_i^k = \max \{ F_i^{k-1}, V(a_i^k) \}
\]

\[
F_i^k = s_i^k + \frac{L_i}{\phi_i}
\]

The packets are stamped with the value of \( F_i(k) \) and inserted into a sorted queue (common for all the sessions), from which the scheduler chooses the next packet to serve.

(iii) Calculating the real times for the departure of packets

\( F_{min} = \) smallest virtual time finishing time of a packet in the system at time \( t \) (the packet with this value will be chosen first by the scheduler)

\( \text{Next}(t) = \) real-time of the next packet departure after time \( t \), if there were no arrivals after time \( t \) (so that the next immediate event would be the departure)

Then, \( \text{Next}(t) \) would be the real time corresponding to \( F_{min} \). i.e. in the formula from (i),

\[
\tau = \text{Next}(t) - t
\]

\[
\Rightarrow F_{min} = V(t) + \sum_{i \in B_j} \frac{\text{Next}(t) - t}{\phi_i}
\]

\[
\Rightarrow \text{Next}(t) = t + (F_{min} - V(t))\sum_{i \in B_j} \phi_i
\]

For more details, see ref. [57].
APPENDIX C – EXCESS RATE (ER) ANALYSIS

The ER queueing analysis is based on the identification of an Imbedded Markov Chain (IMC) at ER arrivals. ER packets are those which must be buffered as they represent an ‘excess’ of instantaneous arrival rate over the service rate. Define the fundamental time unit as the time required to serve an average-length packet. Then, if \( N \) packets arrive in any time unit, then that time unit experiences \( N-1 \) excess packets. The definition of ER packets is important because of its relationship to the change in queue state. i.e. for every ER packet, the queue size increases by one. Accordingly, the arrival of ER packets is connected via balance equations representing adjacent queue states, from which formulae for queue state probability are derived.

The general formula for \( p(k) \), the probability that an arriving packet sees \( k \) already in the queue for an M/G/1 system with utilisation \( \rho \) is derived as follows:

\[
p(k) = (1 - \rho) \left[ \frac{q + (1 - q)((1 - a[0] - a[1])/(1 - a[1]))}{(a[0])/(1 - a[1])} \right]^k
\]

where \( a(k) \) is the probability of having \( k \) arrivals in a packet service time. \( q \) is defined as the probability of having another ER packet in a time unit which just had one. \( q = a[3]/a[2] = \lambda/3 \) where \( \lambda \) is the arrival rate.

The definitions of \( a[0] \) and \( a[1] \) are determined by the packet size distribution of the queueing system concerned. For Poisson distributed packet sizes they are defined as;

\[
a[0] = (e^{-\rho} \rho)[\exp(\rho e^{-\lambda}) - 1]
\]

\[
a[1] = \lambda e^{-\lambda} e^{-\rho} (1 + \rho e^{-\lambda}) \exp(\rho e^{-\lambda})
\]

For more details, see ref. [32].
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