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ABSTRACT
WhatsApp is a popular messaging app used by over a billion users
around the globe. Due to this popularity, understanding misbehav-
ior on WhatsApp is an important issue. The sending of unwanted
junk messages by unknown contacts via WhatsApp remains under-
studied by researchers, in part because of the end-to-end encryption
offered by the platform. We address this gap by studying junk mes-
saging on a multilingual dataset of 2.6M messages sent to 5K public
WhatsApp groups in India. We characterise both junk content and
senders. We find that nearly 1 in 10 messages is unwanted con-
tent sent by junk senders, and a number of unique strategies are
employed to reflect challenges faced on WhatsApp, e.g., the need
to change phone numbers regularly. We finally experiment with
on-device classification to automate the detection of junk, whilst
respecting end-to-end encryption.

CCS CONCEPTS
• Social and professional topics → Censorship; User charac-
teristics; • Computing methodologies→ Machine learning.
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1 INTRODUCTION
WhatsApp is the most popular messaging app in the world, with
over 1.5 billion active users each day. With this massive popularity,
unwanted messages (such as spam) have become a challenge for
WhatsApp. However, unlike existing messaging systems (e.g., email,
Twitter), where platforms can read the content, WhatsApp follows
an end-to-end encryption model where the content is not accessible.
Whereas this offers stronger guarantees on privacy, it makes content
moderation difficult.

Although WhatsApp has made progress [25] in detecting users
who send unsolicited messages to individuals, there is no solution
for users who send such messages to public WhatsApp groups [16].
These are groups where the admins publicly share a link (e.g., via a
website or social platform) to join the group. WhatsApp provides
strong protection from being contacted by strangers, allowing users
to easily block unsolicited messages from those not in their contact
list. In contrast, as long as a user is a member of a public What-
sApp group, they cannot avoid messages that strangers may send,
regardless of whether the messages are germane to the group or
not. Thus, these strangers can abuse public WhatsApp groups by
sending messages that are irrelevant to the purpose of a group, e.g.,
links to adult content or sexual services, phony job offers etc.

Understanding the nature of unwanted junk messages in pub-
lic groups is therefore vital for improving users experience on
WhatsApp and other messaging platforms. For instance, receiving
excessive notifications can be highly disruptive and undermine the
responsiveness to legitimate notifications [31, 37]. In this paper,
we use the term “junk messages” to capture a range of messages
that are unlikely to be of interest to the general group membership.
This may be because the content is unsavoury (e.g., links to adult
content in political groups) or simply irrelevant (e.g., asking people
to fill out surveys). We therefore define junk messages as: “those
which are not considered of interest or suitable by admins for a group,
leading such posters to be removed”.

To understand the nature of such misbehaviour we focus on
India, a country where over 400 of the 460 million people online are
on WhatsApp.1 Given the population we are studying (mostly first
time Internet users from India), the susceptibility of believing the
content in junk message (e.g., fake job offers) is high. As a common
topic that attracts interest from across the population (all languages

1https://www.cjr.org/tow_center/india-whatsapp-analysis-election-security.php
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and states), we focus on national politics, and gather 2.6 million
messages from 5,051 public political WhatsApp groups in India (§2)
which are posted before, during and after the elections in 2019.

In this paper, we analyse the characteristics of junk messages
(§3) as well as the actions of junk senders (§4). While we do find
parallels with junk posted in other platforms, we see distinct trends
which are unique to WhatsApp. For example, as with platforms
like Facebook [39], WhatsApp junk message consists of topics such
as job advertisements and click bait often embedded within URLs.
We also observe unique patterns to WhatsApp, e.g., junk senders
using multiple phone numbers to spread the same messages over a
small number of days (note that phone numbers are typically more
difficult to obtain than email addresses in India). These unusual
traits lead us to explore junk senders’ evasion tactics. We see many
joining and leaving groups multiple times, thereby avoiding being
removed by admins, and nearly a quarter of all phone number
changes are performed by junk senders. Finally, we investigate
ways to support admins (§5) by devising end-to-end encryption
compliant classifiers to identify junk messages. We obtain good
performance, with accuracy scores exceeding 0.85. This offers a
foundation for future moderation efforts in the era of end-to-end
encrypted messaging.

2 DATASET & METHODOLOGY
2.1 Data collection methodology
We take inspiration from prior work, which found that public
groups that discuss politics are widely used in India [29, 43] and
Brazil [33, 40]. Our study is based on data from public WhatsApp
groups discussing politics in India. We select this focused subset
of groups, as it allows us to more easily identify out-of-scope mes-
sages (i.e., junk), as these pertain to topics outside of politics. To this
end, we searched for WhatsApp group links (chat.whatsapp.com)
on Facebook, Twitter and Google during November 2018 using an
extensive set of 349 manually curated keywords2 from multiple
Indian languages (including English) relating to politics in multiple
languages. This yielded 5,051 groups. These are typically created by
political parties or party supporters in order to reach an audience
which is only available via WhatsApp. Hence, most of these groups
have a well defined organizational structure [5]. Note, due to end-
to-end encryption, WhatsApp is limited in its ability to moderate
content in these groups. Instead, moderation is mostly left to group
admins, who also have powers to remove users.

With this list of 5,051 groups, we use the toolkit from [16] to
collect data. We collect all messages between October 2018 and Au-
gust 2019. Across the 5,051 groups, we collect 2.6 million messages
posted by over 172K unique users over a period of 302 days. We
also record 437K action events, covering actions taken by users
including entering or leaving groups and changing phone numbers.
Table 1 summarizes the actions performed by users within a group.
Ethics note: Our data collection abides by the terms of service of
WhatsApp and was considered exempt by the Institutional Review
Board at MIT. All data was anonymised before analysis, and any
personally identifiable information was masked. All phone numbers
were one-way hashed, after extracting the country code.

2List available: http://tiny.cc/curated-keywords

Table 1: Actions captured within a group.
Action Description Action

Counts
Unique
Users

added added by a member 61k 37k
added_by_admin added by a group admin 73k 49k
joined_via_link joined via an invite link 132k 54k
left left the group 154k 73k
removed removed from a group 9k 7.3k
number_changed changed from one number

to another
6k 1.5k

2.2 Message pre-processing
Our dataset consists of 2.6M messages out of which only 1.4M are
unique. We filter and cluster these messages to have a unique and
distinct set of messages.

2.2.1 Message filtering. Because the content of the message is
important in identifying junk, we focus on the four top languages
(Hindi, English, Telugu and Tamil) which collectively represent 74%
of messages in our dataset.3 We also remove messages containing
just URLs (no accompanying text), boilerplate content such as ‘hi’
or ‘good morning’, and, messages consisting solely of emojis, which
constitute around 25% of our data. We filter such content to avoid
characterising low entropy posts – such messages could fall under
both on-topic and off-topic as junk [18]. As later discussed, the
percentage of boilerplate messages among junk posters is 7% (12%
for legitimate users). Filtering these out, we are left with 766K
messages from 2.6 million messages which is in turn quicker to
cluster as we discuss in next section.

2.2.2 Message clustering. We qualitatively observe that many mes-
sages are close variants of each other. To group together near-
similar variants of the same message, we use MinHash and Locality
Sensitive Hashing (LSH) [17, 32]. We find that the best clustering
performance is obtained by using 10 min-hashes in 5 bands. We
made this choice by taking 100 near-identical messages and 100
distinct messages, and experimenting with a range of parameters
to derive the optimal for separating out these two sets.

Overall, this results in 73K clusters, with an average of 10 (median
4) messages in each cluster. As a quality check, we randomly select
100 random clusters from each of the 4 languages and manually
verify that 97% are similar (the rest are from a bot service [14]). Of
the 73K clusters, 25.4K have at least 5 messages, and contain 420K
messages in total. These 420K messages, which we term “frequently
sent messages” (sometimes shortened to “frequent messages”) are
the object of study for the rest of the paper, except when studying
URLs (§3.2.2), where we include all the messages containing URLs.

2.3 Junk and non-junk annotation
We next describe annotation of messages as ‘junk’ or ‘non-junk’.

2.3.1 Manual annotation. We start by identifying a seed set of
users who were manually removed from at least two groups by their
admins. Recall that according to our earlier definition, messages
that trigger users to be removed, are considered junk candidates.
We therefore conjecture that users who are manually removed by
different group administrators more than twice (257 users) may

3We tag messages with their language using Google’s Language Detector [34] in R.
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provide a useful set of candidate junk messages. We later confirm
that this is true: over 90% of messages sent by these users are later
annotated as junk and are often accompanied by comments by
admins such as “pls don’t spam in this grp with such posts”.

We first extract the 68K messages (grouped into 1,004 clusters)
sent by these 257 users and manually annotate each cluster as ‘junk’
or ‘non-junk’. We perform the annotations in two stages. First, two
English-speaking ‘lead’ annotators (domain experts) work indepen-
dently to label the 220 English clusters contained within the 1,004
clusters. Since a large portion of junk content is self-evident, the
inter-rater agreement (Cohen’s-Kappa) is high (0.96). The remain-
ing disagreements were discussed to reach full agreement. Based on
the labeling of 220 clusters, two lead annotators prepare guidelines
for further annotation on larger datasets by multiple members of
the annotation team.

Following this initial step, which validated the ability to identify
junk messages with high agreement levels, we progress to the sec-
ond stage. We recruit 2 annotators for English, 3 for Hindi and 1
each for Telugu and Tamil. We ask them to further categorise the
junk messages into the following categories: (i) Promotion mes-
sages (if non-political promotion as these groups are for political
discussions). (ii) Adult content related messages. (iii) Invitations
to register for external services via links, often for money. (iv) Of-
fers to earn money, win prizes etc. Or (v) Anything which looks
‘suspicious’ and not relevant to the group at large. In cases where
annotators find something suspicious but hard to classify, they were
allowed to consult the lead annotators who prepared the guidelines.
With this guidance, the set of 784 clusters were given to annota-
tors (native speakers of Hindi, Telugu and Tamil). Each annotator
received the subset of messages in their native language, and were
given identical guidelines (as described above). In total, the above
two steps result in 63K messages (from 663 clusters) being tagged
as junk and 5K messages (341 clusters) being tagged as non-junk.

2.3.2 Semi-Automatic Annotation. The above produces a “gold stan-
dard” set of annotated messages. We next complement this with a
semi-automatic annotation process to broaden our analysis. Here,
we construct a dictionary of words that are used at least 5 times
in the 63K messages classified as junk above. We then manually
clean the list to obtain a set of 324 high precision junk words.4 We
then search for the occurrence of these junk words in the entire
database of 420K frequently sent messages in Hindi, English, Telugu
and Tamil. In each cluster where we find one or more of the junk
words, the annotators examine the cluster and validate it as ‘junk’
or ‘non-junk’ using the same approach as above. Finally, we obtain a
labelled dataset containing 295K junk (from 3.5K clusters) and 112K
non-junk (from 3.2K clusters) messages as summarised in Table 2.

2.3.3 Validation. We note that the above annotations are inher-
ently subjective. Hence, to give greater confidence that our concept
of junk and non-junk is reasonable, we finally create an indepen-
dent panel of 11 assessors (distinct from the annotators) who look
at a randomly chosen set of 100 messages (split into 50 junk and

4The threshold 5 was set by manually inspecting the results obtained by selecting
various values from 3 to 10 in order to obtain a list of junk words in all four languages.
Stop words were removed in all languages using multi-lingual dictionary from ‘stop-
words’ library in R.) Some example words include free, job, iphone, samsung, IELTS,
sex, click, sales and vacancy.

Table 2: Summary of the annotations set.
Message
type From Unique

messages
Total
messages

Junk Removed users 663 63K
Non-Junk Removed users 341 5K
Junk Semi-automation 2.8K 232K
Non-Junk Semi-automation 2.9K 107K

50 non-junk messages). All assessors were Indian, and collectively
represent 7 states with different age groups and genders. The panel
were only told that these messages are from public WhatsApp
groups related to Indian politics and were asked to mark whether
they think such messages are ‘junk’ or ‘non-junk’ based on their
own personal understanding. We find that there is a median agree-
ment of 95% across the labels for all the independent assessors
(labelling 100 messages without any guidelines) and our annotators
(labelling large scale data with the prepared guidelines).
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Figure 1: Numbers of users spreading a message, indexed by
number of times the message or its close variants are seen.

3 CHARACTERISTICS OF JUNK CONTENT
We first look the nature and content of WhatsApp junk messages.

3.1 Understanding the scale of junk
We first consider two aspects of scale: the number of times a mes-
sage is posted, and the number of users who send it. Each message
cluster obtained (see §2.2) may contain several messages that are
closely related variants. Figure 1 groups message clusters into dif-
ferent buckets based on the number of times those messages are
found in our data, across different groups.

We find that clusters containing junk messages have larger num-
bers of messages on average, although the median numbers are
similar (24 for junk clusters vs. 23 for non-junk clusters; compared
to mean 83.6 in junk vs. 35 for non-junk). This indicates a highly
skewed distribution of messages per cluster, particularly for junk
clusters. For instance, there are over 37 clusters of junk with more
than 1000 messages, the largest cluster having over 27K messages.
In contrast, only 2 non-junk clusters have more than 1000 messages
and the largest having 2,065 messages. These are videos URLs and
associated text related to political speeches.

We also see that popular clusters, which contain messages that
are forwarded many times, inevitably involve more users. However,
Figure 1 shows that for messages in junk and non-junk clusters
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Figure 2: (a) Topics found in the top 100 clusters of Junk (48% of all Junk messages); (b) Overall fraction of URLs and phone
numbers found in the content of messages; (c) Categories of URLs as identified by VirusTotal in messages.
of similar sizes (i.e., in the same “bucket” size on the x-axis), the
junk clusters are driven by fewer users. This indicates that junk is
disseminated in a more proactive manner by a smaller set of users.

3.2 Understanding junk content
3.2.1 Junk topics. To explore the topics discussed within junk, we
employ three annotators to manually examine messages in the top
250 clusters of junk messages. By performing an initial qualitative
analysis, we identify 10 core topics. We then ask the annotators
to categorise the messages from the top 250 clusters into these 10
topics. The top 250 clusters comprise 61% (181K messages) of the
total number of junk messages (295K) in our dataset. Each message
cluster is examined by at least one annotator and the category
label applied was checked by a second annotator. All differences of
opinion were resolved in a discussion and we finally obtained 100%
inter-agreement between annotators.

Figure 2a captures the relative frequencies of the topics, as well
as the frequency of URLs and phone numbers within the messages.
We emphasise that this taxonomy is based on the fact that these
messages are post to political groups. Some of these may not be
considered junk if posted to other types of groups.
Job Advertisements. Comprising nearly 30% of our annotated
junk, the most widespread junk is advertisements for jobs. Nearly
all (97%) of job advertisements provide a contact phone number, or
a phone number as well as a URL. Of course, these may be genuine
job advertisements, although they are off-topic junk for political
WhatsApp groups. Though we are not able to identify if these
were genuine job ads, the template structure of these ads makes
us believe (since such users are removed) these are junk and could
involve a scam. Interestingly, over 95% of junk in Telugu language
forums consist of job advertisements.
Click and Earn. These comprise 29% of junk messages, and ask
users to click on a URL, promising a reward. 98% of these messages
contain a URL, but no phone number.
Sales. These constitute 7.7% of junk and offer items for sale. 65% of
these messages contain URLs and a phone number, and could be
genuine items for sale.
Referral and gifts. These junk messages (7.5%) offer a gift in re-
turn for referrals of users to an online service subscription, and
consist mostly of a URL to click.

Duta Bot. These are (benign) junk messages (7.1%) sent by a news
bot service called Duta Bot [14] comprising regular news or sports
updates. Note that many admins do not welcome the Duta Bot posts:
they are regularly removed from groups. We find that, 26 bots who
posted 1000 junk messages are removed by admins.
Adult. These (5.7%) mostly contain URLs that lead to adult websites
or offer adult sex-related services.
Political Survey. These (5.6%) mostly contain junk URLs that in-
vite users to participate in fake political surveys.
Magic. These (3.4%) messages contain text which asks user to for-
ward a message to experience something supernatural, e.g., “For-
ward and see magic: your phone battery will get charged to 100%”.
Medical. These (1%) messages offer treatment for common and
often embarrassing ailments, e.g., “ayurvedic treatment for piles”.
Other. Approximately 2% cannot be categorised into any of the
above groups and consist of junk such as “daily event update”.

3.2.2 URLs and Phone Numbers. As shown above, a significant
number of junk messages contain URLs (167K messages) and phone
numbers (74K messages). Figure 2b compares the fraction of junk
and non-junk messages that contain phone numbers, URLs or both.
We see a marked difference between junk and non-junk, with nearly
90% of junk messages containing either a phone number, a URL or
both (in contrast to just 36% for non-junk). We also notice 19.4K
unique phone numbers present in the content of the messages (note
that for ethical reasons, all numbers are one-way hashed before
analysis). Out of this, only 9.5% of the numbers were found to be
senders of any messages, and 85% of these were junk.

We next take the 56.8% of junk and 27.5% of non-junk messages
that contain URLs. To explore the nature of these URLs, we use
VirusTotal5 to classify each according to its type of activity [22, 27].
For 81.1% of domains we identify the category associated with the
domain. Figure 2c shows the distribution of URL categories for
both junk and non-junk. We see that video URLs are popular in
junk messages, as well as newly registered sites (manual analysis
reveals these are primarily news websites, e.g., upchaupal.com). In
contrast, junk messages carry far more business and shopping URLs.
Worryingly, 1% of the messages carry URLs marked as ‘elevated
exposure’, e.g., apkmaster.xyz. These are sites that camouflage

5https://www.virustotal.com/
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their true nature or identity, or that include elements suggesting
latent malign intent.6 Note, a notable fraction of junk emails are
classed as “uncategorized”. This is because these junk messages
often contain a unknown fringe URLs, that are not present in the
domain classifier service.

To explore these risks, we run all URLs through the 73 antivirus
engines in VirusTotal. Overall, 26% of URLs in junk messages are
tagged as dangerous by 3 or more antivirus, and 15% are tagged by 9
ormore e.g., trycryptocoins.com, amazon.bigest-sale-live.in.
In contrast, only 1.5% of non-junk were tagged as malicious by 3 or
more engines (0.42% by 9+ engines).

4 JUNK SENDERS AND THEIR ACTIONS
Next we look at the users who produce junk in terms of their loca-
tions, temporal patterns and group membership.

4.1 Operational definition of junk senders
Our methodology identifies junk messages by their content rather
than junk senders directly. Some junk messages may be inadver-
tently posted by enthusiastic or naïve users who do not realise it is
junk. Figure 4 plots the fraction, 𝑓 , of messages by a user that are
marked as junk with respect to total messages. As expected, this
follows a bimodal pattern, with junk senders on one end (nearly
100% of their messages are junk) and non-junk senders at the other
end (with almost no junk messages). This suggests that users with
a junk fraction beyond any reasonable threshold will capture all
intentional spammers. In this section, we adopt an operational
definition of junk senders as any user who has posted more than
𝑓 = 50% messages that our methodology identifies as junk (our
results are robust to other similar thresholds). Using this methodol-
ogy, we identify 17.6K users as junk senders and 32.9K as non-junk
senders who share a total of 239K and 1.3M messages, respectively.

4.1.1 Distribution of junk senders across groups. We start by in-
specting the distribution of junk senders across the groups. Figure 3
presents the distribution of (i) junk messages per group; (ii) junk
senders per group; as well as (iii) the number of users removed per
group. First, we see that 75% of groups have at least one junk sender,
with an average of 13 per group (sending 58 junk messages per
group). In the most extreme case, we observe 2722 junk messages
in a single group. Overall, the top 25% of groups have at least at
least 18 junk senders. This confirms that a large fraction of groups
suffer with the accumulation of junk messages. Figure 3 also shows
that many groups actively filter junk senders: 17% of groups have
at least one example of a junk sender being removed. In fact, 2% of
groups (around 95) have removed at least 8 users.

4.2 Junk sender locations
We next use the phone number country codes to geolocate all users.
Figure 5 presents the results for both junk and non-junk senders.
Unsurprisingly, the majority have Indian country codes, although
we also see a range of other countries. Interestingly, these third
party countries tend to be primarily junk senders. Most striking
is Russia, which has 6823 junk senders yet no non-junk senders.
These users exclusively post junk content (9029 messages spread

6https://bit.ly/34aBZ3V
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across 334 text clusters). We also note that all Russian users’ junk
messages are in English. Similar patterns are seen in phones from
other countries, albeit on a smaller scale (e.g., Romania, Kyrgyzstan).

4.3 Longevity of junk messages
We now explore the temporal patterns of junk messages. Recall
that a cluster refers to group of similar messages (Section 2.2). We
term any day when at least 10 messages within a cluster are sent
as an active day for that particular cluster.

We start by inspecting the lifetime of junk vs. non-junk mes-
sages. We measure this as the difference between their first and
last occurrence, shown in Figure 6. We see that junk messages have

https://bit.ly/34aBZ3V
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Figure 6: Cumulative Distribution Function (CDF) of life-
times of junk and junk message clusters and users.
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Figure 7: Top: Number of times a day that a junk message
is posted, for 15 exemplar clusters. Bottom Left: Fraction of
days that are ‘active’ (> 10 junk messages sent) during the
lifetime of multi-day junk clusters. Bottom Right: Fraction
of junk phone numbers used during active days.

consistently longer lifetimes than non-junk. The median campaign
duration for junk is 29 days compared to 12 days for non-junk. In-
terestingly, we see the opposite trend when computing the lifetime
of senders. Here, we compute the lifetime of a user as the difference
between their first and last post (calculated across the user’s activ-
ity in all groups in our dataset). As shown in Figure 6, non-junk
senders have substantially longer lifetimes than their junk senders
counterparts, partly due to their removal from groups by admins.

To gain a better understanding of these temporal trends we show
15 highly occurring example junk message from a single cluster in
Figure 7 (top). These messages are repeatedly sent across multiple
days and are highly focused, with aggressive peaks on a small
number of days surrounded with different URLs. To generalise this
across all junk campaigns, Figure 7 (bottom left) plots the number
of active days seen during the lifetime each cluster. This shows that
most are sent across relatively few active days: On average less than
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Figure 8: Relative proportions of join and leave actions.
Table 3: Relation between leaving and joining methods for
junk senders (equivalent numbers for non-junk senders in
parenthesis).
Actions Joined via

link
Added Added by

admin
Left 75% (62%) 17% (20%) 8% (18%)
Number changed 74% (37%) 12% (28%) 14% (35%)
Removed 80% (48%) 5% (18%) 15% (34%)

half the days during the lifetime of a junk cluster are active with
10 or more messages. This suggests junk senders take a staggered
approach, rather than issuing junk messages every day. Despite this,
there are a notable set of highly active messaging campaigns where
messages are sent on most days: 25% of clusters involve sending
messages on at least 80% of the days during their lifetime.

The above leads us to conjecture that multiple phone numbers
may be involved in sending messages for each cluster. To explore
this, Figure 7 (bottom right) shows the fraction of the phone num-
bers involved in sending messages from each cluster that are active
each day. We observe that, indeed, messages contained within a
cluster are sent from multiple phone numbers. On average, under
20% of the phone numbers are involved on any active day.

4.4 Joining and leaving groups
Finally, we examine how users join and leave different groups.
Figure 8 presents the fraction of junk senders vs. non-junk senders
who join using each technique. A clear difference exists: it is more
common for junk senders to join WhatsApp groups via a link. Junk
senders also comprise a disproportionate fraction of users who are
‘removed’ from a group by the admin.

Table 3 examines how users leave groups and how these actions
are related to the method they use to join. Users who leave the
group by any method are overwhelmingly likely to have joined via
an invite link, although this is noticeably higher for junk senders
than non-junk senders. Note that users who have been added by a
group admin are the least likely to have left the group.

We can further inspect what users do after joining. After joining
via a link, nearly 40% of junk senders (30% of non-junk senders) post
URLs. 18% (5%) post messages with a phone number, and 21% (21%)
simply leave. Again for junk senders, after posting a junk message
with a URL, 86% of the time the next action is to post another junk
message with a URL. We also check the actions of junk senders
immediately before they are removed from a group. We find that
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54% of the time they posted a junk message with a URL, and 19%
of times they post a junk messages with a phone number in it. In
total, 73% of user removals by admins are immediately after the
user posts a junk message.

5 JUNK MITIGATION STRATEGIES
In this section, we examine how we can automatically identify junk
messages. The ultimate goal is to build a tool to (i) Help group
admins identify junk senders who might need to be removed; and
(ii) Automatically filter such message proactively for users.

5.1 Content-based junk detection
We start by training a single global model using the entirety of
our dataset. To represent the text of messages, we rely on MuRIL
(Multilingual Representations for Indian Languages) word embed-
dings [26]. For each message in the 7k (3.5k junk) unique messages
dataset that we label (Table 2), we obtain MuRIL embedding vec-
tors of size 768, as described in [26]. These 768 values constitute
our input features. We experiment with three binary classification
models, for which the target is to classify messages into junk vs.
non-junk: Logistic Regression (LR), Support Vector Machine (SVM)
and Random Forest (RF). We use a 80:20 train:test split using Sklearn
library in Python 3. We tune the hyper-parameters in each model
using Sklearn’s GridSearchCV module. Finally, we tune LR (C: 100 ;
penalty:L1, solver=liblinear), SVM (kernal:rbf; C:100) and RF (num-
ber of estimators:400, min split:2; criterion: entropy), each with
five-fold cross validation.

The results are presented in Table 4 after testing with various
combinations of penalty, estimators and optimisation criterion. We
find that RF and SVM both perform well on embeddings (nearly 88%
accurate and 0.88 F-1 Score). This confirms that there are sufficient
determinant features to assist users with automated classification.

5.2 Metadata-based junk detection by platform
A limitation of the above strategy is that training and classification
requires access to raw text content. This, however, is challenging for
the platform to implement due to WhatsApp’s end-to-end encryp-
tion. Thus, models cannot easily be trained centrally, and text-based
inference must take place on the recipient’s end device. However,
on-device ML may be challenging for low power mobile phones
common in countries like India.

With this in mind, we next experiment with an alternative ap-
proach that can be computed centrally by the WhatsApp platform,
without access to text content. Our key insight is that although
content is encrypted, the actions of the users, such as joining or leav-
ing groups are still visible. That said, some of the most important
features are use of phone numbers and URLs in text, which are
contained in over 90% of junk messages (§3.2.2). Thus, we propose
a simple (optional) modification wherein each sender’s WhatsApp
client encodes a 2-bit signal on whether the message sent contains
a phone number, a URL, both or neither. The truthfulness of this
signal can be verified by the recipients after decrypting, and the
signal (though not the actual phone number or URL) can be made
visible to the platform without compromising privacy.

Using this, we centrally build user profiles upon which classifica-
tion can be performed. This contains each user’s actions per-group
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Figure 9: CDF of metrics for per-group Random Forest
models.

as a vector (or features) of counts for the different types of actions
(e.g., number of times they joined/left a group). Table 5 (column
1) provides the full list of features. Using these features, we again
try a number of different methods including Logistic Regression
(LR), Support Vector Machine (SVM) and Random Forest (RF). As a
dataset, we consider all users with at least 2 actions. This leaves us
with 47K user profiles with 15K removals and 32K non-removals
across 3.6K groups.We again perform a random 80:20 five-fold cross-
validation split for training and testing. We tune hyper-parameters
using the same approach as in the previous subsection, resulting
in LR (C=0.001, solver=’sag’; penalty:L2), SVM (kernal:rbf; C:1000)
and RF (number of estimators: 500, min split: 2; criterion: entropy).

Our metadata-based classifier achieves similar performance to
that of content-based modelling, with an F1-score (for best RF
model) of 0.9 and accuracy of 87.5% (Table 4). We also compare
against an alternative model where our classifier does not have
access to the 2 bit signal proposed above (this prevents the classi-
fier from checking the presence of URLs or phone numbers). This
decreases the F1-score to 0.67 and the accuracy to 0.82, indicating
that even without this adaptation, our approach still can flag the
majority of junk senders. When inspecting feature importance, we
observe that the most important feature is the number of messages
posted (0.52 for RF), followed by the use of a non-domestic phone
number (0.15 for RF). In cases where the 2-bit signal is not available
the use of international phone number becomes the most important
feature (0.42 for RF).

5.3 Content & metadata detection by device
Finally, we revisit the idea of performing local classification on the
end device, such that we can use both text content and metadata fea-
tures simultaneously without undermining end-to-end encryption.
This is possible because each user can gain vantage on the text con-
tent contained within their own groups. Thus, for each group, we
construct a local on-device profile for each participating members.
This user profile contains all the features shown in Table 5, as well
as the fraction of messages sent that are tagged as junk by content
classifier. Importantly, these features can be locally constructed by
any user in the group and do not require central computation.

We train a local Random Forest model on a per-group basis (using
the 3/4 of groups in our data that contain at least one junk sender).
Here, we assume that supervised labels for local training can be
obtained by annotation (e.g., by the group admin). Our results show
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Table 4: Junk detection performance using machine learning based classifiers.
Features type Model Accuracy F-1 Recall Precision
Content (Word Embedding) Logistic Regression 87.9% 0.88 0.87 0.89
Content (Word Embedding) SVM 87.5% 0.88 0.87 0.88
Content (Word Embedding) Random Forest 88.1% 0.88 0.88 0.89
Metadata (All action+ISD) Logistic Regression 67.5% 0.8 0.67 0.97
Metadata (All action+ISD) SVM 74.4% 0.82 0.74 0.93
Metadata (All action+ISD) Random Forest 87.5% 0.90 0.87 0.94
Content+Action per group Random Forest (Per

group model)
86% (mean);
sd=0.18

0.63 (mean);
sd=0.42

0.63 (mean);
sd=0.44

0.64 (mean);
sd=0.43

that only a small number of training samples would need to be
collectively tagged by the admin and/or end users (a few hundred).

In our experiment, we use 80% of users in each group for training,
and 20% for testing, tuned similarly as shown in models in previous
sub-section. Table 4 summarises the results. We obtain 86% mean
accuracy across groups, which is close to the global model (0.9).
Figure 9 shows the distribution of performance scores across each
WhatsApp group. A minority of groups obtain poor performance,
largely due to the small number of users. For groups that gain under
60% accuracy, we see just 300 messages and 35 users on average.
Such groups contain insufficient data to effectively train the local
models. That said, 77% of groups obtain accuracy exceeding 75%.
These tend to have larger populations, allowing end devices to
better learn. We therefore confirm that our classifier can assist
admins in identifying junk senders to remove, and assist users in
proactively filtering such messages simultaneously.

6 RELATEDWORK
Several studies have explored messaging patterns within other
community mediums, e.g., Reddit [45], 4chan [8, 20] and IRC [42].
Although there also have been studies of junk sending on social me-
dia [15, 46, 49], email [12] and SMS [36], junk has not yet been stud-
ied onWhatsApp except for anecdotal observations [1, 3, 10, 35, 47].
These studies have largely focussed on qualitative methodologies,
e.g., interviews, surveys, focus groups. For example, [6] collected
quantitative data via the installation of a logging tool on user de-
vices. By recruiting 70 participants, they analysed 58K sent mes-
sages. Although powerful, this approach is largely non-scalable.
Other messaging apps, such as WeChat [21], have been explored
at scale although the focus has not been on the content and inter-
actions. Instead, coarser analyses have been performed, e.g., size
of messages. Studies that have explored more social features have,
again, limited themselves to small-scale surveys [28].

There have been prior studies on the misuse of messaging ser-
vices more generally, e.g., SMS fraud in Pakistan [36]. There are
also a small set of related works looking at the dissemination of ma-
licious content via WhatsApp groups. These, however, are largely
focused on misinformation [23, 24]. Resende et al. [41] investigated
the dissemination of misinformation during the Brazilian elections,
and the impact of introducing limits on message forwarding [13].
In another similar study of Brazilian elections, Victor et al. [11]
found partisan activities in political groups. Reis [40] proposed an
architecture to flag misinformation in WhatsApp without break-
ing end-to-end encryption. Unlike our approach, this relies on a
manually annotated set of image hashes.

In studying the presence of misuse, there have been a works
attempting to detect unsolicited spam campaigns and click-baits,
primarily via emails or social media. For instance, Xiao et al. [48]
used supervised learning methods to detect groups of fake spam
accounts on social media. This include tools for detecting unwanted
videos in social media [7, 19, 38, 44]. Boykin and Roychowdhury [9]
investigated the use of social graphs to filter spam. There are various
content-based approaches to detecting junk too [2, 4, 30]. These
tend to rely on building document models and training machine
classifiers (e.g., SVMs) to detect spam messages. In the case of
WhatsApp, this can be problematic due to its use of end-to-end
encryption. We consider such studies orthogonal to our work.

7 CONCLUSIONS
This paper has presented the first study of junk messages in public
WhatsApp groups. We have gathered 2.6 million messages from
5,051 public politics-related groups in India, and analysed the con-
tent, URLs and temporal patterns of spam. We find that junk is
commonplace on WhatsApp, and senders tend to post across a
large number of groups. They also exhibit interesting patterns of
leaving and rejoining groupsmultiple times, to avoid being removed
by admins. We further find evidence of campaigns — spreading the
same spam message over a small number of ‘active’ days. These
strategies may help improve the visibility of junk, by providing a
longer ‘shelf life’ in the recent messages.

Our results have clear implications for junk detection. For exam-
ple, a key indicator of junk is the presence of particular URLs and
phone numbers. We have shown that this can be used as part of
automated detection, and have demonstrated that models can be
trained to detect WhatsApp junk. This can assist admins in quickly
flagging and removing such users. However, as WhatsApp uses
end-to-end encryption, such information cannot be accessed by the
platform. We have therefore proposed techniques that can be used
by the end device or the platform (centrally), whilst still respect-
ing end-to-end encryption guarantees. To aid reproducibility, our
annotated dataset and code is publicly available for researchers.7
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APPENDIX
Example Junk Messages
Figure 10 shows several examples of junk messages. Table 5 sum-
marises the most significant features in our Random Forest Classi-
fier (see §5.2).

Figure 10: Some top examples of junk messages.

Table 5: Feature importance of Random Forest Classifier to
separate non-jettisons and jettisons.

Feature With 2-bit signal No 2-bit signal
Posted simple message 0.52 0.37
Non-domestic number 0.15 0.42

Posted URL 0.12 N/A
Joined via link 0.08 0.075

Posted phone number 0.05 N/A
Left group 0.04 0.05

Added by member 0.023 0.03
Added by admin 0.021 0.025

Removed from group 0.01 0.015
Number changed 0.003 0.003
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