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Abstract

In this thesis, we consider the analysis of music and environmental au-

dio recordings with neural networks. Recently, neural networks have been

shown to be an effective family of models for speech recognition, computer

vision, natural language processing and a number of other statistical mod-

elling problems. The composite layer-wise structure of neural networks

allows for flexible model design, where prior knowledge about the domain

of application can be used to inform the design and architecture of the

neural network models. Additionally, it has been shown that when trained

on sufficient quantities of data, neural networks can be directly applied to

low-level features to learn mappings to high level concepts like phonemes

in speech and object classes in computer vision. In this thesis we investi-

gate whether neural network models can be usefully applied to processing

music and environmental audio.

With regards to music signal analysis, we investigate 2 different problems.

The first problem, automatic music transcription, aims to identify the

score or the sequence of musical notes that comprise an audio recording.

We also consider the problem of automatic chord transcription, where the

aim is to identify the sequence of chords in a given audio recording. For

both problems, we design neural network acoustic models which are ap-

plied to low-level time-frequency features in order to detect the presence of

notes or chords. Our results demonstrate that the neural network acoustic

models perform similarly to state-of-the-art acoustic models, without the



need for any feature engineering. The networks are able to learn complex

transformations from time-frequency features to the desired outputs, given

sufficient amounts of training data. Additionally, we use recurrent neural

networks to model the temporal structure of sequences of notes or chords,

similar to language modelling in speech. Our results demonstrate that

the combination of the acoustic and language model predictions yields

improved performance over the acoustic models alone. We also observe

that convolutional neural networks yield better performance compared to

other neural network architectures for acoustic modelling.

For the analysis of environmental audio recordings, we consider the prob-

lem of acoustic event detection. Acoustic event detection has a similar

structure to automatic music and chord transcription, where the system

is required to output the correct sequence of semantic labels along with

onset and offset times. We compare the performance of neural network

architectures against Gaussian mixture models and support vector ma-

chines. In order to account for the fact that such systems are typically

deployed on embedded devices, we compare performance as a function of

the computational cost of each model. We evaluate the models on 2 large

datasets of real-world recordings of baby cries and smoke alarms. Our re-

sults demonstrate that the neural networks clearly outperform the other

models and they are able to do so without incurring a heavy computation

cost.
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Chapter 1

Introduction

This thesis deals with the problem of using machine learning to describe the contents

of audio signals. The dramatic proliferation of digital media has engendered the

development of computational systems to automatically describe the contents of and

retrieve information from large databases of digitally stored data like images, speech,

music and videos. Here we consider the analysis of two types of audio signals: music

audio and environmental audio recordings.

1.1 Aims and Motivations

In this thesis, we investigate the problem of analysing (or describing) the contents of

music and environmental audio recordings with neural networks. We follow the com-

putational perception approach, where the relationships between the inputs (audio

recordings) and outputs (high-level semantic labels like chords, notes and acoustic

events) are defined by mathematical (or statistical or computational) models. The

model design is typically informed by prior knowledge about the application domain

and the parameters of the models are estimated given many examples of inputs and

outputs. Although simple in conception, the problem of imitating human perception

with computational models poses several challenges. The relationship between the
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inputs and the outputs do not necessarily need to be objective. For instance, iden-

tifying a well defined object category like an apple in an image is an easier problem

than identifying the mood of an audio recording. This is due to the fact that the

perceived mood depends on many subjective qualities related to the listener and is

not fully encoded in the audio recording. Similarly, identifying expressive proper-

ties of music audio like tension, excitement and relief is a difficult task since these

quantities are dependent on the listener and various cultural factors and are therefore

subjective. Despite the challenges posed by the subjective nature of perception, in

the last decade computational models have achieved considerable success in several

domains such as computer vision, speech recognition and natural language process-

ing. Machine learning based speech recognition and computer vision systems are

now available as commercial applications and are used by millions of people every

day. These recent advances and developments provide strong motivation for investi-

gating more complex perception problems like analysing the contents of music and

environmental audio recordings.

One of the motivations for building computational models for automatically analysing

the content of digital data is the availability of large corpora of digital images, music,

speech and other types of data. With regards to music, services like Spotify1, Apple

Music2 and Youtube3 provide large databases of music audio. Organisation and stor-

age of large databases requires a large amount of human labelling and annotation to

create accurate metadata. Specific recordings can then be retrieved or recommended

based on the metadata. However, annotating millions of songs by hand can be a very

expensive and time-consuming process. The collection, storage and retrieval from

datasets could be greatly simplified if the process of metadata generation, which in-

volves high-level descriptions of recordings like artist, album and genre, were to be

1https://www.spotify.com/
2www.apple.com/uk/music/
3https://www.youtube.com/
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automated. These arguments also apply to large datasets of environmental sounds

which are now being collected for applications in remote monitoring for health, secu-

rity and surveillance.

Over the last 2 decades, research on both music audio and environmental audio has

received increasing attention. Although a lot of progress has been made in both fields,

a large number of studies follow a similar methodology: extract audio features from

the recording followed by statistical modelling of the relationship between the audio

features and the high-level descriptors. A lot of time and effort has been dedicated to

discovering the right combination of acoustic features and classifiers. Given the space

of all acoustic features and all classifiers, finding the appropriate combination for a

specific problem by brute force is intractable. The search space is typically constrained

by employing domain knowledge (from either music or environmental sound research)

to design or hand-craft useful acoustic features. In this thesis, we investigate neural

networks for statistical modelling. There are several motivations for applying neural

networks for processing audio signals. Firstly, it has been demonstrated in many other

fields that given sufficient data, neural networks can be directly applied to raw data

or low-level features extracted from the data, to simultaneously learn the features and

the classifier for a given task. Neural networks are compositions of simple non-linear

parametric transformations. Given many examples, the parameters of the network

can be estimated, consequently jointly learning the features and the classifier.

A second motivation for using neural networks is for sequential modelling. Data

like audio, video and natural language (text) are inherently sequential. Neural net-

works offer several flexible architectures for modelling sequences. Typically, sequential

modelling has been performed using state-space models like hidden Markov models.

However, state space models are limited since the output spaces for some problems

can be very large, for instance automatic music transcription. Estimating the param-

eters for a very large number of states becomes intractable with a limited number of
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examples for training. Recurrent neural networks are flexible models for sequential

data with a continuous state space, similar to linear dynamical systems. Therefore

in addition to classification, we investigate the use of neural networks for modelling

sequences of musical notes and chords.

Finally, in addition to adapting ideas from machine learning towards a specific

domain, the inverse problem is of equal interest, where observations and insights

from a given domain of application can benefit machine learning. For instance, con-

volutional neural networks were inspired by studies on the feline visual cortex. This

thesis aims to discover novel ways of using neural network architectures for processing

music and environmental audio. Both domains of application offer unique challenges

for processing sequential data with neural network models. We hope that the meth-

ods developed and presented in this thesis can be of general interest to the machine

learning community and find application in diverse domains.

Given these motivations, we consider 3 different problems in audio signal analy-

sis. For music audio, we investigate the problem of automatic music transcription,

which aims to identify the score or sequence of notes given a music recording. We

also consider the related problem of chord recognition, which aims to identify the

sequence of chords in a music recording. For both problems, we use neural networks

for processing the audio signal and for modelling the structure in sequences of notes

and chords. Finally, we investigate the problem of audio event detection for environ-

mental sounds. In addition to comparing the performance of various neural network

models for event detection, we study performance as a function of computational cost

in order to determine the viability of commercial deployment of the proposed system.

1.2 Thesis Outline

The rest of the thesis is organised as follows:
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• Chapter 2 reviews the relevant literature and provides necessary background

for the three problems considered in this work: automatic music transcrip-

tion, automatic chord transcription and audio event detection for environmental

sounds.

• Chapter 3 presents a brief history of neural networks and lists some of the im-

portant advances in the last 2 decades. This is followed by a formal description

of all the neural network architectures used in this thesis along with a discussion

about numerical optimisation.

• Chapter 4 investigates automatic music transcription with neural networks.

The chapter is divided into 2 parts. The first part of the chapter presents a

system for polyphonic piano music transcription. The second half of the chapter

investigates the applicability of music language models on a multi-instrument

polyphonic music transcription task.

• Chapter 5 investigates automatic chord transcription with neural networks.

• Chapter 6 investigates audio event detection for environmental sounds with

neural networks.

• Chapter 7 concludes the thesis by summarising the presented work and con-

sidering potential avenues for future research.

1.3 Associated Publications

Most of the work presented in this thesis has been previously published in journal

articles or peer-reviewed conference proceedings. In this section we enumerate the

publications that are related to the results and analysis presented in this thesis.
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Journal Articles

[1] Sigtia, S., Stark, S., Krstulovic, S. and Plumbley, M. (2016) “Automatic Envi-

ronmental Sound Recognition: Performance versus Computational Cost.” IEEE/ACM

Transactions on Audio, Speech, and Language Processing, 24 (11), 2096–2107.

[2] Sigtia, S., Benetos, E. and Dixon, S. (2016) “An End-to-End Neural Network

for Polyphonic Piano Music Transcription.” IEEE/ACM Transactions on Audio,

Speech, and Language Processing, 24 (5), 927–939.

Peer-Reviewed Conference Papers

[3] Sigtia, S., Boulanger-Lewandowski, N. and Dixon, S. “Audio Chord Recognition

with a Hybrid Recurrent Neural Network.” Proceedings of the 16th International

Society for Music Information Retrieval Conference (ISMIR), Malaga, Spain,

October 2015.

[4] Sigtia, S., Benetos, E., Boulanger-Lewandowski, N., Weyde, T., Garcez, A. and

Dixon, S. “A Hybrid Recurrent Neural Network for Music Transcription.” Pro-

ceedings of the International Conference on Acoustics, Speech and Signal Pro-

cessing (ICASSP), Brisbane, Australia, April 2015.

[5] Sigtia, S., Benetos, E., Cherla, S., Weyde, T., Garcez, A. and Dixon, S. “An

RNN-based Music Language Model for Improving Automatic Music Transcrip-

tion.” Proceedings of the 15th International Society for Music Information Re-

trieval (ISMIR), Taipei, Taiwan, October 2014.

[6] Sigtia, S. and Dixon, S. “Improved Music Feature Learning With Deep Neural

Networks.” Proceedings of the International Conference on Acoustics, Speech

and Signal Processing (ICASSP), Florence, Italy, May 2014.

Other Publications
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[7] Foster, P., Sigtia, S., Krstulovic, S., Barker, J. and Plumbley, M. “Chime-home:

A Dataset for Sound Source Recognition in a Domestic Environment.” IEEE

Workshop on Applications of Signal Processing to Audio and Acoustics (WAS-

PAA), New York, USA, October 2015.4

All experiments and analysis for the publications listed above and this thesis

were performed by the author. The co-authors provided advice while performing

experiments and helpful comments and reviews for drafts of the above publications

and this thesis. For the work presented in Sigtia et al. (2016), EB provided the output

probabilities from the acoustic models by Benetos and Dixon (2012) and Vincent

et al. (2010). Similarly for the results in Sigtia et al. (2014), EB provided the output

probabilities from the acoustic model by Benetos et al. (2013). Note that Chapter 4

is based on [2,4,5], Chapter 5 is based on [3,6] and Chapter 6 is based on [1]. SK and

the author of this thesis contributed equally to the writing of [1].

1.4 Contributions

In this section we enumerate the novel contributions from each chapter.

Chapter 4

• A hybrid RNN architecture for incorporating the predictions of an RNN music

language model with the predictions of an arbitrary frame-level classifier.

• A beam search based inference procedure for the outputs of the hybrid RNN

model.

• An application of ConvNets for acoustic modelling for automatic music tran-

scription.

4The author assisted with the collection and annotation of the dataset presented in the publica-
tion.
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• The hashed beam search algorithm, a modification to beam search to encourage

diversity in explored solutions.

• A comparison of neural network acoustic models to state-of-the-art unsupervised

models for piano music transcription.

• A novel method for combining the predictions of a PLCA acoustic model and an

RNN music language model for multi-instrument polyphonic music transcrip-

tion.
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Chapter 5

• A hybrid RNN model for incorporating the predictions of an RNN chord lan-

guage model with an arbitrary frame-level classifier.

• A comparison of different neural network architectures for automatic chord

transcription.

• An evaluation of the proposed model on an abridged version of the MIREX

automatic chord recognition dataset.

• An evaluation of the hashed beam search algorithm for automatic chord tran-

scription.

Chapter 6

• Neural network acoustic models for acoustic event detection for environmental

sounds.

• Derivations of computational cost estimates for neural network acoustic models,

support vector machines and Gaussian mixture models.

• An evaluation of the proposed models on 2 large datasets of environmental

sounds for industrial applications.

• A comparison of model performance as a function of computational cost.
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Chapter 2

Literature Review

This chapter provides necessary background and literature review for the ideas pre-

sented in the rest of the thesis. This thesis explores machine learning approaches

for analysing the content of audio signals. Two types of audio signals are consid-

ered: music audio and environmental audio. The problem of identifying properties or

features of music (like notes, chords, rhythm, lyrics) that are encoded in the music

recording is related to the field of Music Information Retrieval (MIR) (Schedl et al.,

2014), while the problem of identifying the sources in a recording of environmental

or ambient sounds is studied in the field of computational auditory scene analysis

(CASA) (Wang and Brown, 2006).

Like the rest of the thesis, this chapter is divided into 2 parts. The first section

provides a review of some basic musical concepts and the literature related to the

problems considered in this thesis, automatic music transcription and automatic chord

transcription. The next section reviews some of the concepts and literature related

to processing audio recordings of environmental sounds.
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2.1 Music Information Retrieval

In this section, we review some basic musical concepts which are used throughout the

thesis. A music recording has many features like the recording formal (vinyl, cassette,

CD), the lyrics (if any), the instruments used to create the piece, the particular

performance of the piece and so on. The various problems studied in MIR can be

broadly divided into 2 classes: problems that are related to musical properties that can

be inferred from the recording (like notes, chords, beats, rhythm) or problems related

to subjective qualities of music that are interpreted by the listener (user preferences,

mood, social context) (Schedl et al., 2014). In this thesis, we are interested in problems

related to musical content or properties that are encoded in the music audio recording.

2.1.1 Pitch, Interval and Scales

In this thesis, a music signal refers to an audio recording of one or more sources which

may include various musical instruments and singing voices. Musical instruments

can be broadly classified into 2 types: pitched instruments like guitars, pianos and

cellos and unpitched instruments like drums. Pitch is a perceptual attribute that

allows the ordering of sound according to a frequency-related scale (Klapuri, 2006).

Although related to frequency, pitch is not an objective attribute but a perceived

psycho-acoustical attribute of sound (Houtsma, 1995). A pitch is produced by the

combination of a number of harmonically related tones. A tone is a periodic sine wave

at some frequency. A pitch is denoted by a fundamental frequency or f0. In addition

to the fundamental frequency, the pitch constitutes a series of tones at roughly integer

multiples of the fundamental frequency; fn = nf0, where n = {2, 3, 4, . . .}. Pitch is

an important attribute of sound and forms an essential component of features like

melody and harmony in music. In addition to the frequency, attributes like amplitude,

duration and temporal envelope all affect the perception of pitch (Houtsma, 1995).
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The series of tones that constitute a pitch are also known as partials, where the

fundamental tone is the first partial, the first overtone is the second partial and so

on. Therefore for a given pitch, the energy is concentrated around the f0 and the

remaining partials.

The chroma and height are two important attributes of pitch (Shepard, 1964).

In Western music, the chroma is divided into 12 semitones from A to G, with 5

accidentals (sharp (]) or flat ([)):

{C,C]/D[,D,D]/E[, E, F, F ]/G[,G,G]/A[,A,A]/B[,B}. (2.1)

The twelfth semitone above any given note has the same chroma, but greater

height. The height is therefore proportional to the fundamental frequency of the

pitch, while the chroma cyclically repeats itself over octaves. The interval of 12

semitones is known as an octave, while the cyclic repeating property of chroma is

termed octave invariance. This is also know as the 12-Tone Equal Temperament or

12-TET, stemming from the fact that the 12 chroma are equally spaced along the

log-frequency axis within an octave. Although many different tuning systems are

possible, in this thesis we focus only on the 12-TET. In 12-TET, the fundamental

frequency of a pitch is defined as:

f = fref2
n/12, n = {. . . ,−1, 0, 1, . . .}, (2.2)

where fref is a reference frequency usually set to 440 Hz.

The interval is a musical quantity that relates notes. Mathematicians as early

as Pythagoras had demonstrated that strings with identical properties but different

lengths produced consonant sounds if the lengths were in a particular ratio (Terhardt,

1984). Since then the physical attributes of pitches and notes are usually described in

the frequency domain and intervals are defined as ratios of fundamental frequencies
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(Terhardt, 1984). For instance the octave is defined as the interval between 2 fun-

damental frequencies in the ratio 2 : 1. Similarly, the perfect fifth is defined by the

ratio 3 : 2 and the major third is defined by the ratio 5 : 4 and so on. The concept

of intervals is extended to scale. A scale is defined as an ordered set of intervals. For

example the major diatonic scale is defined as {+2,+2,+1,+2,+2,+2,+1}, where

each entry in the set defines an offset measured in the number of semitones from the

previous note in the scale. The first pitch of the scale is called the tonic and the scale

derives its name from the tonic. For example a major scale starting with the C note

is denoted as the C-major scale. Circular rotations of a scale give rise to different

modes. For example a circular rotation by 1 results in the Dorian mode, a rotation of

2 produces the Phrygian mode and so on. The key of a section of music is the defined

as the scale that best fits the sequence of notes in the section.

2.1.2 Chords

A chord can be defined as any set of three or more notes that are sounding simultane-

ously (Karolyi, 1965; Benward, 2014). Like the definitions of many perceived musical

quantities, the above definition is incomplete and several alternative definitions ex-

ist. This difficulty arises from the fact that there are many instances of chords in

practice that deviate from the above definition. For example, it has been shown that

the notes in a chord do not necessarily need to be played simultaneously (Deutsch,

1969). Humans are able to perceptually integrate notes played sequentially and often

perceive them as a single harmonic object, namely the chord. Another deviation from

the above definition is the fact that some chords can be played with certain notes

omitted, but the listener perceives a chord by filling in the harmonic gaps (Ulrich,

1977).

Although the musical definition of a chord is difficult due to the many perceptual

and subjective qualities associated with it, in the rest of the thesis we refer to the
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above definition of chords, which defines the chord as a harmonic quantity formed

by the combination of 3 or more notes. It is important to note that the chord is

an abstract quantity that isn’t necessarily encoded in the music signal, for instance

chords with omitted notes. One of the most common chord types in Western music is

the triad. A triad comprises 3 notes, a root or the starting point, followed by the third

and fifth notes in a scale. A chord is defined by the root and relationship between

the root note and other notes in the chord.

2.1.3 MIDI Representation

Representing music symbolically is a challenging problem. Music comprises elements

like pitch, time and tempo that can be represented symbolically. At the same time

it also contains elements like tension and expectation which are much harder to rep-

resent. Consequently, representing music in a computer is in itself a field of study

(Dannenberg, 1993). The most widely used framework for computer music repre-

sentation is the Musical Instrument Digital Interface (MIDI) protocol. The MIDI

protocol provides 16 channels. Each note can is specified by its pitch number, onset

time, offset time and amplitude. Additionally parameters such as instrument type,

pitch-bend, key and tempo can also be specified.

The MIDI protocol assigns an index to each pitch as follows:

n = 12 · log2

f0

440
+ 69, (2.3)

where 440 Hz is fref (Equation 2.2) and n is the MIDI note index. A typical piano

consists of notes from A0 to C8. A0 at 27.5 Hz corresponds to MIDI pitch n = 21

while C8 at 4186 Hz corresponds to MIDI pitch n = 108. Therefore a piano spans

the range of MIDI notes 21-108.

Although useful for computational analysis, the MIDI protocol is limited as it does
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Figure 2.1: A musical piece in piano-roll notation. X-axis corresponds to time (ms),
Y-axis represents pitch index

not allow for expressive musical features. Regardless, MIDI notation is extensively

used in MIR. A convenient way of graphically representing MIDI is the piano-roll

notation, where the Y-axis corresponds to pitch index and the X-axis corresponds to

time (Figure 2.1).

2.1.4 Automatic Music Transcription

Automatic Music Transcription (AMT) is a fundamental problem in MIR. AMT aims

to generate a symbolic, score-like transcription, given an acoustic signal (Figure 2.2).

Music transcription is considered to be a difficult problem even by human experts

and current music transcription systems fail to match human performance (Benetos,

2012). Polyphonic AMT is a difficult problem because concurrently sounding notes

from one or more instruments cause a complex interaction and overlap of harmonics

in the acoustic signal. The problem is further complicated due to the presence of

more than one instrument source. Additionally, AMT systems with unconstrained

polyphony have a combinatorially large output space, which further complicates the

modelling problem.

The various approaches to AMT can be roughly classified into signal processing

methods and statistical machine learning methods. Here we review previous work for
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Figure 2.2: An overview of Automatic Music Transcription. The input recording is
transcribed to a symbolic score-like representation.

both types of systems.

2.1.4.1 Signal Processing Methods

Signal processing methods typically utilise prior information about the distribution

of energy over the set of harmonics related to each pitch in order to transcribe a

given music recording. The audio is first transformed into a time-frequency represen-

tation. For each time-frequency frame, spectral peaks are determined. Pitch salience

functions are then generated for each considered pitch and compared with the spec-

trum. The polyphonic pitch content of each frame is then determined iteratively or

jointly for multiple pitches. The transcriptions produced by such methods are prone
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Figure 2.3: An overview of the iterative spectral subtraction method for AMT (Kla-
puri, 2003).

to harmonic errors. This is due to the fact that the harmonic amplitude for different

pitches can vary greatly depending on the source. Additionally, pitches produced

by different sources have overlapping partials which is hard to incorporate into the

estimation algorithm.

Klapuri (2003) presents a signal processing based method for AMT. The pro-

posed method iteratively estimates the fundamental frequency of the most prominent

sound, subtracts the sound from the mixture and the process is repeated for the

residual signal. The fundamental frequency is estimated using a band-wise pitch

salience function, which accounts for the fact that the harmonic relationships be-

tween spectral components is not necessarily ideal. The spectrum of the detected

sound is first smoothed in order to avoid corrupting overlapping partials and then

subtracted from the mixture (Figure 2.3). A polyphony inference method is applied

to stop iteration. Ryynänen and Klapuri (2005) extend the model in Klapuri (2003),

by incorporating a hidden Markov model (HMM) (Rabiner, 1989). The likelihoods

of different note-combinations are extracted over time. The HMM is used to impose

certain musicological constraints on note transitions. The final transcription is ob-

tained by estimating the sequence of note combinations that maximise the likelihood
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of the input time-frequency representation.

Argenti et al. (2011) use a constant-Q transform (CQT) (Brown, 1991) time-

frequency representation for the audio signal. A 2-D transform of the third cumulant

of the signal or the bispectrum is computed. This is done in order to account for

the non-linear interactions between partials. This is followed by computing a cross-

correlation between the audio signal and a harmonic template. The highest correlation

is taken as the estimate for a pitch. The pattern corresponding to the detected note

is subtracted from the signal and the process is repeated.

Yeh et al. (2010) propose a rule-based system for estimating multiple pitches

jointly. The system first classifies spectral peaks in the signal into sinusoids and

noise. The peaks are then matched against candidate harmonic patterns. Rather

than iteratively estimating each pitch separately, a combination of pitches is jointly

considered by estimating overlapping partials. The polyphony of the hypotheses is

gradually increased till all considered hypotheses are exhausted. Finally, a polyphony

inference algorithm is used to determine the best combination of pitches.

A review of other signal processing based systems can be found in Benetos (2012).

2.1.4.2 Probabilistic Spectral Peak Modelling

An alternative to purely signal processing methods is to probabilistically model the

occurrence of pitches in a music signal. Duan et al. (2010b) propose a polyphonic

transcription system that probabilistically models spectral peaks. The likelihood

function models the probability of detecting a peak in the spectral frame given a

pitch and the complementary probability of not detecting a peak. The training data is

used to learn prior probabilities of pitch occurrences. A polyphonic inference method

using thresholds is used as a stopping criterion for further iterations. The method

was found to be efficient at balancing harmonic and sub-harmonic errors.
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Emiya et al. (2010) propose a method that models overlapping partials with a

smooth autoregressive model. The background noise is modelled with a moving aver-

age filter. The resulting model generatively models the input spectrogram given simul-

taneous active piano notes. Badeau et al. (2009) propose an expectation-maximisation

(EM) (Bishop, 2006, Chapter 9) based algorithm which performs successive single-

pitch and spectral envelope estimations in order to maximise the likelihood of ob-

serving the input spectrum. Peeling and Godsill (2011) present an alternative system

where the expected partial density of a given note at some frequency is assumed to

be a homogeneous Poisson process. Concurrent notes are assumed to be independent,

resulting in an independent Poisson process which is a superposition of the Poisson

processes for each note. The resulting Poisson process is modelled with a Gaussian

mixture model (GMM) (Bishop, 2006, Chapter 9) centred at the harmonics of a given

note.

2.1.4.3 Full Spectrum Modelling

Another class of approaches to polyphonic music transcription aim to define a proba-

bilistic distribution over the observed spectrograms. Typically, each note is modelled

by a GMM and each spectral frame is expressed as a mixture of note GMMs. Such

models have the advantage that it is very easy to incorporate note priors into the

model.

Goto (2004) proposes PreFEst, an algorithm for predominant-F0 estimation of

melody and bass lines based on MAP (maximum a posteriori) estimation. The time-

frequency spectra are modelled as a weighted superposition of adapted tone models.

The tone models comprise a Gaussian placed at harmonic positions along the fre-

quency axis. MAP estimation is used to estimate the model parameters and the

melody and bass lines are inferred using a multiple-agent architecture which selects

the most stable trajectory. Miyamoto et al. (2007) propose a method called har-
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monic temporal structure clustering (HTC) which clusters the spectral energy into

musical notes. The method utilises a structured GMM with harmonic and temporal

smoothness constraints. The parameters of the GMM are estimated using the EM

algorithm. Yoshii and Goto (2012) propose infinite latent harmonic allocation (iLHA)

based on non-parametric Bayesian methods. The model allows for an arbitrary num-

ber of sound sources and an arbitrary number of harmonic partials. Each spectral

frame is modelled as a nested infinite dimensional GMM using Dirichlet processes.

They propose a method to perform inference on the trained model using a modified

variational Bayes algorithm.

2.1.4.4 Spectrogram Decomposition Methods

A majority of recent polyphonic transcription algorithms have been based on non-

negative matrix factorisation (NMF) (Lee and Seung, 2001). Given a 2-dimensional

time-frequency representation, NMF is used to decompose the spectrogram as S ≈

WH. Essentially, the input S is decomposed into a linear combination of basis vectors

in W and a set of weights in H. When applied to music analysis, S is usually the

magnitude spectrogram (or any suitable time-frequency representation), W is the

spectral basis matrix where each entry (row) represents a source spectrogram and H

is the activity or weight matrix over time. Prior information and constrains can be

incorporated into the NMF algorithm by means of regularisation terms or by directly

imposing constraints on the matrix. Consequently there have been many variants

of NMF applied to music transcription. Below, we review some of the important

contributions.

Smaragdis and Brown (2003) propose an NMF based model for music transcrip-

tion. They assume each note has a fixed spectral profile which is estimated based on

the training examples, along with the temporal activity matrix for each note. Cont

(2006) extend the previous approach by incorporating sparsity constraints for the

20



activity matrix. The motivation behind this was to express the magnitude spectro-

gram as the sum of the smallest possible number of bases. The model also included

HMM based post-processing for note-tracking. Vincent et al. (2008) add constraints

on harmonicity in the NMF model. Additionally, they impose smoothness constraints

on the spectrum by expressing each basis spectrum as a sum of narrowband spectra.

They use an equivalent rectangular bandwidth (ERB) scale input time-frequency rep-

resentation. The harmonic constraints along with the post-processing technique were

further improved in Vincent et al. (2010). Bertin et al. (2010) propose a Bayesian

NMF method with harmonicity and temporal continuity constraints. The harmonic-

ity constraints are introduced using superimposed Gaussian components while the

temporal constraints are imposed using an inverse-Gamma Markov chain prior. Des-

sein et al. (2010) include β-divergence into the NMF objective function. Sakaue et al.

(2012) present a Bayesian multi-pitch analyser called Bayesian non-negative harmonic

temporal factorisation (BNHTF), where they model the harmonic and temporal struc-

tures of the wavelet spectrogram of music signals. The BNHTF integrates latent har-

monic allocation (LHA) with the NMF framework for music transcription. Sakaue

et al. (2013) extend the Bayesian NMF framework with the inclusion of a character-

istic prior distribution over the latent variables. Raczynski et al. (2013) present an

AMT model based on NMF, which also incorporates relationships between pitches

over time. Typically, the evolution of pitches over time is modelled independently for

each pitch, since jointly modelling the state space of output pitches is infeasible due

to the combinatorially large space. They test their model on synthesised sounds and

report that their joint model outperforms NMF based models that do not incorpo-

rate structural information related to polyphonic pitch sequences. An extension to

the NMF algorithm is to express the basis spectra as 2-dimensional quantities which

are convolved with the 2-dimensional temporal activity matrix. Smaragdis (2004)

first proposed the non-negative matrix deconvolution (NMD) algorithm. Schmidt
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and Mørup (2006) extend the NMD algorithm to include sparsity constraints.

2.1.4.5 Probabilistic Latent Component Analysis

Probabilistic Latent Component Analysis (PLCA) is an alternative to NMF meth-

ods. It can be regarded as a probabilistic analogue of the NMF algorithm. PLCA

provides a probabilistic framework that generalises well and also allows for effi-

cient incorporation of priors. In PLCA, the spectrogram distribution is modelled

as P (ω)t =
∑

z Pt(ω|z)Pt(z), where z is the basis index and ω is the log-spectrogram

index. The unknown distributions are estimated using the EM algorithm. The PLCA

model was first introduced in Smaragdis et al. (2006). The method was extended to

allow more than one template for each pitch. This was used to extend the model to

be able to recognise multiple instruments (Grindlay and Ellis, 2011). Benetos and

Dixon (2012) present a shift-invariant PLCA model that can transcribe polyphonic

music from multiple instruments. The shift-invariant properties of the model can

be used to detect frequency modulations and tuning changes, and to visualise pitch

content. A computationally more efficient version of the model is presented in Bene-

tos et al. (2013). Recently, Berg-Kirkpatrick et al. (2014) proposed an unsupervised

model for piano transcription. The method is similar to PLCA, however the model

includes additional random variables that model properties specific to piano sounds

like the amplitude envelope of pitches. The model produced state-of-the-art results

on a piano transcription task.

2.1.4.6 Sparse Coding

Approaches based on sparse coding (Olshausen and Field, 1997) are similar in motiva-

tion to NMF. Sparse coding methods aim to decompose the observed time-frequency

representation into a matrix of basis vectors and another matrix for activations. How-

ever, it is assumed that the activation vector is sparse with respect to the number of
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active sources.

Blumensath and Davies (2004) propose a sparse coding approach that used it-

erative re-weighted least squares to estimate the bases for polyphonic piano mu-

sic. Abdallah and Plumbley (2006) present a probabilistic model that learns sparse

linear decompositions of the input time-frequency representation. Virtanen (2004)

presents a convolutive variant of a sparse coding model for sound source separation.

Canadas-Quesada et al. (2008) present a method based on a harmonic matching pur-

suit algorithm. They employ an additional processing step where spectral smoothness

constraints are imposed on the learnt bases. O’Hanlon and Plumbley (2011) propose

a structure aware dictionary learning algorithm where prior knowledge about the

number of sources in the spectrogram and the harmonic structure of the bases is

incorporated into NMF and k-singular value decomposition (k-SVD) based systems.

O’Hanlon et al. (2012) use group sparsity to incorporate priors into a sparse coding

based AMT system, while O’Hanlon and Plumbley (2014) incorporate the concept of

group sparsity in a supervised NMF based AMT system.

2.1.4.7 Classification Approaches

Recently, there has been a lot of interest in machine learning based classification ap-

proaches to AMT. The key idea is that the models aim to classify time-frequency

frames or audio features derived from them, into the output pitches. Depending on

the type of model used, the algorithms either try to learn a conditional distribution

P (y|x), where y are the output pitches and x is the input acoustic feature vector

or they directly learn a function f : x → y. Classification based approaches have

the advantage that they can theoretically learn complex input-output relationships

between the input features and output pitches from many pairs x, y of training ex-

amples. However, the application of such methods is limited to the availability of

labelled datasets of sufficient size to be able to learn the many parameters associated
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with such models.

Marolt (2004) evaluated using neural networks for note transcription and reports

good performance with time-delay neural networks (TDNN). Pertusa and Iñesta

(2005) also use TDNNs to classify pre-processed short-time Fourier transforms (STFTs)

into notes. Poliner and Ellis (2007) use support vector machines (SVMs) (Hearst

et al., 1998) along with an HMM to process the frame-level outputs of the classifiers.

Guibin and Sheng (2007) also use a feed-forward neural network to classify features

derived from adaptive comb filters into notes. Costantini et al. (2009) use SVMs to

classify CQTs into notes. Nam et al. (2011) use a deep belief network to learn au-

dio features which are used as inputs to an SVM for classification. Böck and Schedl

(2012) use bi-directional RNNs to classify multi-channel spectrograms obtained using

2 filter-banks at different temporal resolutions. Boulanger-Lewandowski et al. (2013b)

present an RNN that learns a joint distribution over the output pitches conditioned

on the inputs and previous outputs from the system.

In addition to the literature reviewed here, we direct the reader to Tavares et al.

(2013) for a survey on AMT approaches.

2.1.5 Automatic Chord Transcription

Automatic Chord Transcription (ACT) is one of the fundamental problems in MIR.

Given a music audio recording, the aim of AMT is to produce the sequence of chord

labels that represent the chords and chord changes in the given piece (Figure 2.4).

Chords are considered to be a mid-level representation of the harmonic content of

a musical piece. Although chords are very useful descriptors of a musical piece,

manually annotating musical pieces requires considerable expert musical knowledge

and is time consuming (McVicar et al., 2014).
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Figure 2.4: Graphical representation of the outputs produced by an ACT system
(McVicar et al., 2014) for a musical excerpt. The 3 columns in the output represent
the onset time, offset time and chord label, respectively.

2.1.5.1 Early Work

The first studies that considered recognising chords from audio recordings were based

on polyphonic AMT (Martin, 1996; Kashino and Hagita, 1996). Fujishima (1999)

is the first study that considers chord transcription as an independent task. Martin

(1996) and Kashino and Hagita (1996) proposed a new feature called the Pitch Class

Profile (PCP), which is a 12-dimensional feature that wraps spectral content in a

frame of audio into one octave. The first step in computing the PCP vector involves

calculating the DFT over a small window of the audio. The PCP entry for each pitch

class is then computed by summing the power spectrum over the frequency bins in

the DFT that are related to a given pitch class, yielding a 12-dimensional vector.

Similarly to the DFT, the PCP is calculated over overlapping windows to yield a 2-D

matrix of PCP vectors, called the chromagram (Wakefield, 1999).

The earliest systems for ACT are based on template matching approaches. Fu-

jishima (1999) uses dot products between the chromagram and pre-defined binary

12-dimensional chord templates in order to estimate chords in a frame. Harte and

Sandler (2005) also estimate the relative strength of different chords in an audio frame

using a similar technique. Bello and Pickens (2005) also use a binary template for
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each chord class. However, they model each chord as a 12-dimensional Gaussian

where the means for all the notes in a chord are set to 1 and remaining means are

set to 0. Additionally, they define a covariance matrix that encodes the correlations

between notes appearing in a chord. Catteau et al. (2007) use a similar method based

on using Gaussian distributions to model chord templates. Papadopoulos and Peeters

(2008) use Gaussian chord templates and the correlation coefficient as a measure of fit

between chroma vectors and chord templates. Oudre et al. (2009) demonstrate that

the Kullback-Liebler divergence is a good measure for the similarity between chroma

features and templates.

2.1.5.2 Background Subtraction, Harmonics and Smoothing

A musical recording can include sounds from both harmonic and percussive sources.

When analysing the harmonic content of a recording, the non-harmonic parts of

the mixture can be considered to be the background signal (Pauws, 2004). It is

assumed that the recorded spectrum is a sum of the harmonic and percussive spectra.

Background subtraction can then be applied to isolate the harmonic elements in the

signal in order to recognise chords. This is known as harmonic percussive source

separation (HPSS). Reed et al. (2009) and Ueda et al. (2010) demonstrate that HPSS

results in improved chord transcription accuracies.

As discussed for AMT, the harmonic profiles of different instruments combine to

produce a complex overlap of partials in a music signal. The presence of harmonics

is an important consideration when designing features for chord transcription. Pa-

padopoulos and Peeters (2007); Pauws (2004) and Mauch and Dixon (2010) account

for harmonics in their feature extraction stages. Varewyck et al. (2008) propose a

novel chroma representation that accounts for both background subtraction and the

removal of harmonics.

It has been observed (Fujishima, 1999) that using chroma features alone leads
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to chord estimates that fluctuated rapidly over time. Smoothing is a simple and

effective technique used to overcome this issue. Harte and Sandler (2005) use a low-

pass filter to temporally smooth the chromagram over time, while others have used

median filtering (Khadkevich and Omologo, 2009). Bello and Pickens (2005) use the

fact that chords are stable over a short duration, by averaging frames over a beat

resulting in beat-synchronous chroma features.

2.1.5.3 Tuning

The quantisation of frequencies into pitches is usually performed with respect to a

reference or tuning frequency (Equation 2.2). Typically, the tuning frequency is set

for A over middle C (A4) to 440 Hz. Sheh and Ellis (2003) demonstrate that some

popular music tracks are not tuned to 440 Hz, which results in unreliable estimates for

chord classes. Harte and Sandler (2005) use a chromagram with 3 frequency bins per

semitone and assign the sub-band with most energy as the tuning frequency. Peeters

(2006) define a set of possible tuning frequencies and utilise the frequency that best

represents the chromagram for each track. Mauch (2010) represents tuning as an

angle defined on the interval (−π, π) for each semitone.

2.1.5.4 Hidden Markov Models

The models described so far rely on efficient signal processing and simple template

matching based techniques to estimate the presence of various chords in a frame of

audio. However as discussed before, due to the complex mixture of sources, there

is a large spectral variation present in the acoustic music signal. Additionally, these

methods do not model any structural information about harmony (like the key, chord

progressions) which provides essential prior information about the temporal structure

and progression of chord sequences. A large number of ACT systems employ machine

learning methods to model the variability in the acoustic features and to model the
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musical and structural relationships in chords and harmonic sequences.

The most common approach to ACT uses HMMs. HMMs have been widely applied

to speech recognition (Rabiner and Juang, 1993). HMMs define a joint distribution

over a sequence of observed variables x = {x0, . . . , xt} and a set of unobserved or

hidden variables y = {y0, . . . , yt}. The joint distribution is defined as:

P (x, y) = P (y0)P (x0|y0)
t∏
t=1

P (yt|yt−1)P (xt|yt). (2.4)

The above factorisation assumes:

P (yt|yt−1
0 , xt−1

0 ) = P (yt|yt−1), (2.5)

P (xt|yt0, xt−1
0 ) = P (xt|yt). (2.6)

Equation 2.5 is the Markov property for hidden states, which states that a state at

time t is only dependent on the state at t−1. Equation 2.6 represents the conditional

independence of the observations xt, given the hidden state yt. For chord recogni-

tion, the observed quantities are the acoustic feature vectors, while each hidden state

corresponds to a chord label. The parameters of an HMM are learnt given a training

dataset. At test time, the sequence of chords is inferred by estimating the most-likely

sequence of chord labels given the acoustic observations. An HMM therefore defines

the acoustic model in the form of the observation distribution for each chord class.

Secondly, it models the probability of allowed chord transitions via the transition ma-

trix. Sheh and Ellis (2003) first use an HMM to identify chord boundaries and predict

chord labels. Bello and Pickens (2005) adapt the HMM for real-time analysis and

learn the transition matrix for each song independently. Khadkevich and Omologo

(2009) extend previous work by explicitly modelling chord durations.

In the HMM framework, the probability of observing an acoustic feature vector

given a chord label is defined by an observation distribution. Typically, the observa-
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Figure 2.5: Graphical Model of an HMM. The observations xt represent acoustic
features, while the hidden variables yt represent chord labels. The arrows denote the
conditional independence assumptions from Equation 2.5 and Equation 2.6.

tion distribution is chosen to be a GMM which is parameterised by a mean vector

µ and a covariance matrix Σ (Sheh and Ellis, 2003; Khadkevich and Omologo, 2009;

Bello and Pickens, 2005; Cho and Bello, 2011; Reed et al., 2009; Sumi et al., 2008).

The parameters of the distribution are then jointly estimated along with the remain-

ing HMM parameters using the EM-algorithm. However, it is theoretically possible

to use more complex observation distributions provided that the parameters can be

estimated with EM. Burgoyne et al. (2007) use a Dirichlet distribution for the obser-

vation probabilities.

The HMM framework described above is limited since the only quantities that

are modelled are the acoustic vectors and the chord labels. There have been several

extensions of the HMM framework where musicological knowledge about chords are

incorporated into the recognition model to improve performance. Simple HMM-based

chord recognition models were extended by including another set of variables that

model the key of the piece. The two-chain HMM jointly models the acoustic feature

vector, chord label and the key for a given song. Raphael (2005) and Catteau et al.

(2007) use a 2-chain HMM for chord recognition that jointly models the chord and

key context in a piece and also allows for key changes within a song. The models

proposed by Lee and Slaney (2008); Yoshioka et al. (2004) and Sumi et al. (2008) also

incorporate key information. However, these models make the simplifying assumption
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that the key for each song is fixed and therefore learn one HMM per key without

allowing key changes within a song.

A few studies explicitly model information present in the bass frequencies of the

spectrum. Ryynänen and Klapuri (2008) use a chroma representation where the first

12 dimensions correspond to a chroma vector over MIDI notes 26 to 49 (bass chroma)

and 12 more dimensions that represent a chroma over MIDI notes 50-73. Other

approaches model bass information more explicitly. This is done by first estimating

a bass pitch class and then calculating the chord probabilities as a function of the

detected bass note (Sumi et al., 2008; Yoshioka et al., 2004). Chord transcription

systems have also benefited from the inclusions of beat or timing information. The

likelihood of chord transitions is higher at certain metric positions, for instance the

downbeat. Some systems use an iterative algorithm, where a downbeat estimation

stage is followed by a chord estimation stage Shenoy and Wang (2005). Alternatively,

Papadopoulos and Peeters (2008) jointly estimate the downbeat positions and chord

sequence.

2.1.5.5 Dynamic Bayesian Networks

It was generally observed that incorporation of high-level musicological information

into ACT systems helped improve performance. As discussed before, many different

methods were proposed for incorporating prior knowledge into ACT systems. The use

of dynamic Bayesian networks for ACT allowed many different musicological priors to

be included under the same probabilistic recognition framework. Mauch and Dixon

(2010) propose a dynamic Bayesian network for ACT that jointly models chords, key,

metric position and bass notes along with bass and treble chromagrams (Figure 2.6).

The model was shown to outperform existing models for chord recognition. Ni et al.

(2012) include a chroma representation that accounts for loudness perception in the

above framework and report state-of-the-art performance on a chord recognition task.
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Figure 2.6: Graphical model of a dynamic Bayesian network for ACT (Mauch and
Dixon, 2010). Compared to the HMM graph from Figure 2.5, the dynamic Bayesian
network contains additional variables that represent bass (Bt), key (Kt) and metric
position (Mt) in addition to the chord label (Ct). Additionally, the observation vector
xt is replaced by the bass (Xbs

t ) and treble chroma (Xtr
t ).

2.1.5.6 Classification Based Approaches

The various models discussed above have a common property. They define generative

distributions P (x, y) over the variables of interest y (the chord labels) and the ob-

served acoustic features x. Similarly to AMT, it can be argued that since we are only

interested in the chords given the feature vectors, it might be more sensible to model

the conditional distribution P (y|x) since the observations are fixed at test time. Es-

timating conditional distributions has the advantage that it relaxes the conditional

independence assumptions made about observations (Equation 2.6). Furthermore, it

allows the outputs y to be conditioned on feature vectors over more than one input

frame. Burgoyne et al. (2007) use a conditional random field (CRF), a discrimi-

native model, instead of an HMM for ACT. Weller et al. (2009) replace the CRF
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with the SVM-struct algorithm for chord recognition. Recently, neural networks have

been proposed for jointly learning the audio features and the classifier. The neural

networks act on a time-frequency representation of the audio and learn to directly

estimate chord sequences from the low-level acoustic inputs. Boulanger-Lewandowski

et al. (2013a) propose an RNN-based system that simultaneously learns the acoustic

classifier and structural information about chord sequences. Humphrey and Bello

(2012) and Zhou and Lerch (2015) use a ConvNet to estimate chord labels given

several frames of CQT feature inputs.

2.1.6 Deep Learning in MIR

In this section, we review some of the Deep Learning (see Chapter 3) approaches to

various problems in MIR. The main motivation for applying deep learning to MIR

problems is to automate the learning of audio features (Humphrey et al., 2013).

In the last decade, as the popularity of machine learning approaches in MIR has

grown, a large amount of time and effort has been expended in trying to determine

the best combination of audio features and machine learning model. Deep learning

methods provide an alternative solution to this problem by jointly learning feature

transformations and the classifier from input data, given a large dataset of training

examples. Although this research direction is intriguing and there have been some

promising results, the applicability of such systems is limited to cases where large

amounts of labelled training is available, which is a limiting factor for most MIR

problems.

Lee et al. (2009) and Hamel and Eck (2010) were some of the first to apply deep

neural networks to a genre recognition problem. The results demonstrate that the

neural network models are able to classify frames of magnitude spectrograms directly

into genre labels and are able to outperform existing machine learning approaches

to the problem. Since then, there has been considerable interest in deep learning
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from the MIR community. Deep learning for genre recognition is further explored in

Sigtia and Dixon (2014), where a few changes to the architecture and optimisation

algorithm eliminate the need for pre-training (Hamel and Eck, 2010) the parameters

of the neural network. The idea is further extended by Dieleman and Schrauwen

(2014), where neural networks are directly applied to raw audio data rather than

a 2-D time-frequency representation. The results demonstrate that the network is

independently able to learn frequency decomposition and also phase and translation

invariant features from raw audio.

In Humphrey et al. (2012), a convolutional neural network (ConvNet) is used

to learn a Tonnetz-space representation from training examples for automatic chord

recognition. The results demonstrate that the learnt representation yields better

accuracies than chroma features for classifying frames of audio into chord labels.

Humphrey and Bello (2012) present a ConvNet based classifier that directly classifies

a CQT time-frequency representation into chord labels. The ConvNet is able to

yield accuracies that are competitive with state-of-the-art approaches which involve

a considerable amount of domain knowledge in their design. Boulanger-Lewandowski

et al. (2013a) uses an RNN to classify input features into chord labels. The RNN

architecture is designed such that the predictions at any time-step are conditioned

on all past predictions. This encourages temporal correlation and smoothness in the

label predictions and eliminates the need for an additional post-processing step with

HMMs.

Neural networks have also been applied to the problem of content-based music

recommendation. Van den Oord et al. (2013) use ConvNets to predict latent factors

directly from the spectrogram. Liang et al. (2015) present a method where a neural

network is trained to predict semantic labels from acoustic features. The predictions

are then used as a prior in a collaborative filtering model. Deep learning has been

used to analyse drum patterns (Battenberg and Wessel, 2012), for learning rhythm
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and melody features (Schmidt and Kim, 2013), for symbolic music modelling (Cherla

et al., 2013), for singing voice detection (Lehner et al., 2015; Schlüter and Grill,

2015) and for music generation (Boulanger-Lewandowski et al., 2012). Deep learning

methods have recently been applied to the problem of boundary detection (between

verse and chorus for instance) in music structure analysis (Ullrich et al., 2014; Grill

and Schlüter, 2015a,b). They have also been applied to onset detection (Schlüter and

Böck, 2014), tempo estimation (Böck et al., 2015) and polyphonic AMT (Böck and

Schedl, 2012).

2.2 Environmental Sound Recognition

The audio signal carries information from a variety of sources like human speech,

music, animal sounds, street sounds, various indoor and outdoor sounds and so on.

Automatic speech recognition (ASR) systems (Rabiner and Juang, 1993) are now

deployed in commercial speech recognition systems that are found on computers,

phones, TVs and a variety of other devices. Similarly, analysing the content of music

signals has been an active area of study in MIR over the last 2 decades (Schedl

et al., 2014). In addition to speech and music, audio signals contain a very variety of

non-speech, non-music sounds which are broadly denoted as environmental sounds.

The task described in this section belongs to the field of computation auditory scene

analysis (CASA) (Wang and Brown, 2006). The problem of automatically analysing

the content of environmental sounds is relatively new compared to ASR and MIR,

though it has been receiving more attention in the last decade.

The ability to automatically recognise and identify environmental sounds has

many applications in the field of audio indexing and retrieval. Such systems can

be used to index large audio archives, be used in home security applications (e.g.

detection of alarms, baby cries) and making smart sensors, to name a few applica-
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tions. The problem of recognising environmental sounds has been broadly divided

into 2 categories, Acoustic Scene Classification (ASC) and Acoustic Event Detection

(AED). Given an audio recording, ASC aims to assign one or more semantic labels

to the recording as a whole. Therefore, the entire recording is treated as an object

to which a set of labels is assigned. A related problem is AED, where the system

outputs semantic labels in addition to the onset and offset times for each label, sim-

ilar to AMT and ACT. The type of labels that are associated with each track vary

depending on the problem. For example AED systems can be used to detect different

types of alarm sounds, to detect glass breaks and gunshots, to detect bird species or

for various other use cases. The events can either be non-overlapping (monophonic)

or overlapping (polyphonic). Due to the presence of sounds emitted by several active

sources, polyphonic detection of sounds is challenging, similarly to AMT and ACT.

In this thesis, we consider the problem of AED for environmental sounds.

From the literature, we observe that approaches to AED follow a pipeline similar

to ASR, AMT and ACT. The audio excerpt is divided into overlapping frames from

which acoustic features are extracted. A statistical or machine learning model is then

used to assign class membership scores (or probabilities) to the input features. The

model can be either supervised (Aucouturier et al., 2007) or unsupervised (Cauchi,

2011) depending on the type of problem, amount of data available, whether the data

is labelled and other features of the given problem. AED systems usually perform

a frame-level classification which assigns likelihoods of various labels to each frame.

Subsequent post-processing, typically with an HMM, is used to segment the data and

provide an alignment between feature frames and labels (Mesaros et al., 2010).

In the remainder of this section we review existing literature on AED for environ-

mental sounds.

35



2.2.1 Acoustic Event Detection

AED systems aim to segment the recording into sections based on the occurrence of

target labels. Typically, AED systems process short windows of audio and predict

labels over chunks, rather than the entire recording. Kennedy and Ellis (2004) use

SVMs with MFCC features over short windows to detect laughter in recordings. A

similar approach is used to discriminate between laughter and applause by Arias

et al. (2005). Stager et al. (2005) propose a low-resource method for detecting sound

environments (home, office, workshop, outdoors) using k-nearest neighbours (k-NN)

(Altman, 1992) applied to time-frequency features. Andersson (2004) also uses a

k-NN classifier on spectral features to classify audio segments into music or speech.

Ellis (2001) uses a neural network classifier to detect different types of alarm sounds.

Goh et al. (2003) use k-means clustering to segment audio recordings of TV programs

into segments containing commercials. Hoiem et al. (2005) present a system that uses

boosted decision trees to detect events (like car horns, dogs barking) in recordings

obtained from movies.

More recently, studies evaluate AED systems on much larger datasets of real-world

recordings and with more sophisticated machine learning techniques. Mesaros et al.

(2010) use HMMs to detect the presence of 61 classes of sounds in audio recordings.

Cotton and Ellis (2011) use a convolutive NMF model to learn a time-frequency basis

for 16 classes of sounds in a meeting-room setting. Mesaros et al. (2011) use MFCCs

and HMMs as acoustic models to detect up to 10 events. Probabilistic latent semantic

analysis is then used to model the co-occurrence of different sound events. Using this

method to determine the prior probabilities of events yields improved performance

over uniform priors. Heittola et al. (2013) propose a 2-step event detection process.

The audio context is first modelled using GMMs. At test time, the recording is

analysed to identify the audio context. This information is then used to determine

a set of possible event labels associated with the context. The individual events are
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finally detected using context-dependent HMMs. Amid et al. (2014) use stacked auto-

encoders to learn a representation starting from standard time frequency features like

MFCCs, spectral flux and spectral centroid. The learnt features are then classified

using kernel based classifiers. Cakir et al. (2015) use a neural network to directly

classify time-frequency features into one of 61 event classes. The problem is posed as

a multi-label prediction problem and the neural network outputs are post-processed

to detect the presence of multiple overlapping sound events. The results show that

the neural network model outperforms a state-of-the-art NMF acoustic model on

the given detection task. Mesaros et al. (2015) present an NMF method for AED.

The proposed method detects overlapping events in recordings without constructing

a model for each class. The method can be trained directly on audio recordings in

an unsupervised setting. The method also presents methods for controlling the size

of the learnt dictionary of overlapping sound events. Stowell and Clayton (2015)

present a method which is an interesting deviation from typical AED systems. The

proposed method decomposes the probability of a detected event into a product of

the probability of onset, probability of offset and a prior on the event duration. The

proposed method is compared to a standard HMM event detection system for the task

of detecting 300 different types of birds. The results demonstrate that the proposed

method outperforms the HMM baseline and is more accurate for estimating bird-call

rates.

In addition to the literature presented above, there are 2 more studies worth

mentioning. The CLEAR evaluations (Temko et al., 2006) which were part of the

CHIL project (Waibel et al., 2009), compared 3 different systems for an AED and

ASC task. The evaluations were performed on a database of isolated sounds and an-

other database of recorded interactive seminars. The study presented one of the first

benchmarks for AED/ASC systems. More recently, the Detection and Classification

of Acoustic Scenes and Events (DCASE) challenge (Giannoulis et al., 2013; Stowell
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et al., 2015) performs public comparisons of state-of-the-art methods for AED and

ASC. The evaluations are performed on 2 different datasets for AED and ASC tasks.

The evaluations included entries from 7 different participants. The data used for the

evaluations is publicly available and the challenge forms an important benchmark for

future research in the area.

38



Chapter 3

Neural Networks

This chapter provides an overview of neural networks. A brief background and his-

tory of neural networks is followed by definitions and descriptions of the models used

in the remainder of this thesis. We describe neural network architectures for acoustic

modelling and recurrent architectures for modelling sequences. We discuss the opti-

misation framework for the network parameters and several practical heuristics that

are used for efficient parameter estimation. Finally, we discuss how neural network

based models can be used for density estimation and present 2 types of neural density

estimators.

3.1 Background

Neural networks are a family of models that express a mathematical function as

a composition of simple, non-linear functions. The overall architecture of a neural

network can be regarded as a hierarchy of layers, where each layer of the neural

network performs a simple transformation of the outputs of the previous layer. This

architecture results in a network that learns a hierarchy of simple transformations of

the input data, which cumulatively result in complex non-linear transformations of

the inputs. The modular, layer-wise architecture is a characteristic feature of neural
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networks.

The artificial neuron was first proposed by McCulloch and Pitts (1943) and was

inspired by discoveries in neuroscience. The artificial neuron is a parameterised pro-

cessing unit which can be used to simulate logic operations. This discovery was

followed by the Perceptron algorithm (Rosenblatt, 1958), which provided a method

for estimating the parameters of the artificial neuron given a set of training exam-

ples. Minsky and Papert’s seminal work demonstrated the limitations of single-layer

perceptrons (Minsky and Papert, 1969) which led to the proposal of multi-layer per-

ceptrons (MLP). MLPs define an expressive family of parametric functions that were

shown to be capable of approximating arbitrarily complex functions (with some er-

ror tolerance) (Hornik, 1991). Despite their attractive properties, effectively training

MLPs remained an open problem. A major breakthrough in training MLPs came

with the proposal of the backpropagation algorithm (Hinton, 1986; Rumelhart et al.,

1988) that used the chain rule for differentiation to estimate error signals for up-

dating the network parameters. When used to calculate error derivatives over many

examples, the algorithm proved to be very slow and impractical. This posed a chal-

lenging engineering problem, especially as the number of training examples increased.

In addition to the slow training time, there were also instances where the training

algorithm did not converge to useful solutions at all. An efficient stochastic version of

the backpropagation algorithm was proposed (LeCun et al., 1998), called stochastic

gradient descent (SGD). Rather than calculating gradients over the entire training

batch, SGD estimates the gradient over the batch by calculating gradients over a small

set of samples or a minibatch, randomly drawn from the training set. Minibatch SGD

has been shown to be very effective, especially on very large datasets. The noisy

gradient estimates have also been shown to be useful for finding better parameters

for the networks (LeCun et al., 1998).

Despite the many fundamental developments with respect to the neural network
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architectures, training algorithms and theoretical understanding of their functioning,

neural networks started falling out of favour with the machine learning/AI community

in the 90s. However, in the past decade, there has been a great resurgence of interest in

neural networks. The revival in interest was sparked by research that demonstrated

that neural networks with many hidden layers could be trained effectively if the

weights were properly initialised using unsupervised learning methods (Hinton et al.,

2006). These ideas were then applied to speech recognition, which lead to dramatic

improvements on both small (Mohamed et al., 2009) and large vocabulary systems

(Dahl et al., 2012). Since then similar results have been obtained in object recognition

(Krizhevsky et al., 2012), natural language understanding (Collobert et al., 2011b)

and other areas of natural language processing (see Goldberg (2015) for a summary).

The reader is referred to Schmidhuber (2015) for an extensive overview of the history

and applications of neural networks.

The recent successes of neural networks can be mainly attributed to two factors.

The proliferation of digital information has allowed researchers to experiment with

very large datasets (Deng et al., 2009; Dahl et al., 2012; Mikolov et al., 2013). Neural

networks are prone to the problem of overfitting (Bishop, 2006, Chapter 1), where the

network performs very well on the train set but cannot generalise to new examples.

The availability of large datasets allowed researchers to train networks with many

parameters that were able to generalise well to new data. However, training neural

networks with many parameters on large datasets can take prohibitively long. The

second major contributor to the recent success of neural networks has been efficient

use of modern computing infrastructure. It was observed that network training times

could be drastically reduced if certain computations were performed on GPUs rather

than CPUs. GPU training allowed researchers to effectively train models with many

parameters, leading to advances in many domains. In addition to single GPU training,

neural network training has been implemented on large CPU and GPU clusters to
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train models efficiently on very large datasets (Dean et al., 2012). The hardware

advances have been complemented by software libraries like Theano (Bergstra et al.,

2010), Torch (Collobert et al., 2011a) and TensorFlow (Abadi et al., 2015), which

allow users to easily design and train neural networks.

3.2 Neural Network Architectures

In this section we describe the neural network architectures used in this thesis. Let

X = RD represent the space of inputs, with x ∈ RD. Let Y = Rk represent the space

of outputs, with y ∈ Rk and let f be some function, f : X → Y . A neural network

defines a function as follows:

f(x; Θ) = fL−1 ◦ fL−2 ◦ . . . ◦ f0(x). (3.1)

Equation 3.1 describes a neural network with L layers. Each component function

fi represents a layer with parameters θi. The set of all network parameters is Θ =

{θ0, θ1 . . . θL−1}.

A neural network architecture is specified by the number of layers L and the type

of each individual function fi. Each layer can be chosen from one of the many possible

architectures (fully connected, recurrent, convolutional, pooling) in order to solve a

given problem (Szegedy et al., 2015; Sainath et al., 2015). The number of layers in

a network is also known as the depth of the network. Typically, networks with 2

or more intermediate layers are called deep networks and the field of study related

to deep networks is loosely known as deep learning (Bengio, 2009; LeCun et al.,

2015; Schmidhuber, 2015). The layer-wise modular architectures learn a hierarchy

of representations of the data. Therefore given sufficient data, neural networks with

many layers can be directly applied to raw data to estimate complex functions end-

to-end.
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Figure 3.1: Graphical structure of a feedforward DNN. Each layer has parameters
θl = {Wl, bl}. The above network contains L intermediate hidden layers and a final
output layer. The dashed line represents one or more intermediate layers.

We now discuss some of the architectures in more detail.

3.2.1 Feedforward Neural Networks

The simplest type of layer is the feedforward layer. The feedforward layer performs

the following transformation:

fl(hl−1; θl) = g(Wlhl−1 + bl), (3.2)

where hl−1 is the output from the previous layer, Wl is a weight matrix of size M ×N

that transforms an M dimensional input hl−1 to an N dimensional vector, bl is an

N -dimensional bias vector and θl = {Wl, bl} are the layer parameters. A feedforward

layer performs an affine transformation of the input, followed by the application of an

element-wise non-linearity g. A network comprising only feedforward layers is called a
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Figure 3.2: Neural network activation functions.

feedforward neural network or a deep neural network (DNN). Figure 3.1 is a graphical

representation of a DNN. The non-linearity g is necessary since a composition of linear

transforms is also a linear transform. The non-linearities are essential for learning

complex non-linear mappings between the inputs and the outputs. Popular non-

linearities found in the literature are:

• Sigmoid: g(x) = 1
1+e−x .

• Hyperbolic Tangent (tanh): g(x) = ex−e−x

ex+e−x .

• Rectified Linear Unit (ReLU) (Glorot et al., 2011): g(x) = max(0, x).

From Figure 3.2 we observe that the sigmoid and tanh non-linearities saturate as

|x| increases. More recently, the ReLU non-linearity has become increasingly popular.

Networks with saturating non-linearities need to be carefully initialised, while ReLU

networks are easier to optimise since they allow gradients to flow for arbitrarily deep

networks (Glorot et al., 2011). When the inputs to saturating non-linearities are very
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large (or very small), the gradient with respect to the inputs becomes very small and

the error signal obtained to modify the network parameters is negligible. However,

for networks with ReLU activations, the gradient with respect to the inputs is always

1 provided the inputs are greater than 0, regardless of their magnitude (Figure 3.2).

This ensures that there is always a path through the network along which the gradient

can be propagated back, except for the unlikely case where all the activations are less

than 0.

3.2.2 Convolutional Networks

A convolutional layer is obtained by replacing the dot product in Equation 3.2 by a

convolution operation:

fl(hl−1, θl) = g(hl−1 ∗Wl + bl), (3.3)

with the convolution operation defined as:

x ∗W =
∑
m

∑
n

x[m,n]W [i−m, j − n]. (3.4)

In practice, the input hl−1 is 2-dimensional and additionally comprises several

channels or bands (RGB bands in an image for instance). The inputs are convolved

with a set of weights or kernels or filters. The convolution layer produces a 2D feature

map as output for each kernel. The resulting parameters are stored as a 4-dimensional

tensor, where the first dimension corresponds to the number of kernels, the second

dimension represents the number of input channels and the final dimensions represent

the shape of the kernels. The bias bl is a vector of dimensionality equal to the number

of kernels and θl = {Wl, bl} are the layer parameters.

Typically, the convolutional layers are followed by a sub-sampling or pooling layer.

The sub-sampling is performed by computing some statistics (for e.g. max, min or
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Figure 3.3: Graphical structure of a ConvNet with 2 alternating convolutional and
pooling layers, followed by a series of fully connected layers. The convolutional filters
produce 2-D feature maps. The feature maps are stacked together to form h0, which
is represented by the additional depth dimension. The filters in the next layer jointly
act on receptive fields from all feature maps, which is represented by the extra depth
dimension of filter w1.

mean) over small regions of the feature map. Max pooling is the most common type

of pooling used in practice (LeCun et al., 2015). The pooling layers help learn in-

termediate representations that are invariant to small changes in the scale of inputs.

A typical convolutional neural net (ConvNet) consists of alternating layers of convo-

lutional and max-pooling layers, followed by one or more fully connected layers at

the top of the network. Figure 3.3 is a graphical representation of a ConvNet. More

elaborate architectures can be devised by optimising the number, type and order-

ing of layers for a given task (Lin et al., 2013; Szegedy et al., 2015). The structure

of ConvNets was inspired by studies on the feline visual cortex (Hubel and Wiesel,

1959). ConvNets were first applied to handwriting recognition (LeCun et al., 1998)

and have since been used to advance the state-of-the-art in many computer vision

tasks (LeCun et al., 2015). ConvNets are characterised by 3 main properties. The

use of 2-dimensional filters or local receptive fields exploits the spatial correlations

between neighbouring pixels (or neighbouring frequency bands or temporal frames

for audio) and produces 2-D feature map representations that preserve the spatial
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structure of the inputs. Secondly, convolving receptive fields over the input or weight

sharing results in feature detectors or filters that are invariant to translation of ob-

jects within an image. Weight sharing also reduces the number of parameters in the

network, since the same set of filters is repeated over the entire image to produce a

feature map. This effectively reduces the number of model parameters and therefore

the model complexity. Finally, max-pooling which is the most common pooling op-

eration found in the literature, results in representations that are invariant to small

changes in scale of the inputs and to small rotations. The combination of these 3

properties have resulted in ConvNet architectures being used extensively for vision

and audio processing tasks.

3.2.3 Recurrent Networks

DNNs and ConvNets process inputs of a fixed size and are fundamentally ill-suited

for processing sequences. However naturally occurring information like audio, video

and natural language are all sequential. The recurrent neural network (RNN) archi-

tecture is designed specifically for processing sequences. Given a sequence of inputs

x = {x0, x1 . . . xT} and outputs y = {y0, y1 . . . yT}, an RNN performs the following

computation:

ht(ht−1, xt) = g(W rht−1 +W fxt + b) (3.5)

where xt is the input at step t, ht−1 is the previous state, W r,W f are recurrent and

forward weight matrices, b is the bias and g is an element-wise non-linearity. Figure

3.4 is a graphical representation of the RNN. The sequential nature of the processing

is due to the recurrent connections in the hidden layer. Given a sequence of inputs,

the recurrent hidden layer allows the RNN to maintain a state. Unlike feed-forward

neural networks that learn functions, an RNN can learn a sequence of computations
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Figure 3.4: Graphical structure of an RNN for inputs x = {x0, . . . , xT} and outputs
y = {y0, . . . , yT} and one hidden layer. Similar to DNNs, recurrent hidden layers can
be stacked to produce deep RNNs. Wf ,Wr,Wo represent the input, recurrent and
output weight matrices, respectively.

like a program. In fact, it has been shown that RNNs can theoretically represent any

non-linear dynamical system (Siegelmann, 1995). The output sequence y is generated

as a function of the sequence of hidden states h = {h0, h1 . . . hT}. For the simplest

case, an output yt is generated for each input xt as follows:

yt = f(Woht + bo), (3.6)

where f is an appropriate activation function, Wo is the output weight matrix and bo is

the bias. In addition to the simple fully connected output layer in Equation 3.6, more

complicated output functions can be designed. For instance, the connectionist tem-

poral classification (CTC) architecture allows the number of outputs to be less than

or equal to the number of inputs (Graves et al., 2006) and the encoder-decoder archi-

tecture can have an arbitrary number of outputs in the output sequence (Sutskever

et al., 2014). Similarly to fully connected and convolutional layers, recurrent layers

can be stacked to produce deep RNNs (Graves, 2012a).

Recently, RNNs have been successfully applied to a wide variety of sequential

modelling problems such as speech recognition (Graves et al., 2006, 2013), music
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transcription (Böck and Schedl, 2012), language modelling (Mikolov et al., 2011),

machine translation (Sutskever et al., 2014) and image captioning (Karpathy and

Fei-Fei, 2015).

3.3 Optimisation

So far, we have seen how neural networks can be used to define a large class of

parameterised functions. Given many examples of inputs and corresponding outputs,

the next step is to learn the parameters of the neural network in order to estimate an

effective function for a given task. In this section, we describe how the parameters of

a neural network are estimated.

3.3.1 Objective Function

Let us a consider a dataset D = {(x1, y1), . . . , (xN , yN)}, of i.i.d. examples of in-

put/output pairs. D is known as the training set. Let L be a loss function that

computes a scalar penalty or loss when the network outputs f(x,Θ) deviate from the

true outputs y. Ideally, we would like to minimise the loss function L over the set

of test or unseen examples. However, in practice, the set of unseen examples or test

set is not available while constructing the model. Therefore machine learning models

are trained by minimising the loss over the set of examples in the training set (Mohri

et al., 2012). The overall cost function over the training set is:

C(D|Θ) =
1

N

N∑
i=1

L(f(xi,Θ), yi), (3.7)

where f(xi,Θ) represents the network outputs and yi is the ground truth for input xi.

According to convention, we express all the optimisation problems as minimisation of

an objective function with respect to some constraints. Maximisation problems are

equivalent to minimising the negative objective function. Therefore, the model pa-
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rameters are estimated by minimising the cost with respect to the model parameters.

Θ∗ = arg min
Θ

C(D|Θ) (3.8)

The loss function L can be of several forms depending on the assumptions made

about the distribution of the output variables. The most common function is the

squared error loss:

L(f(x,Θ), y) =
1

2
(f(x,Θ)− y)2. (3.9)

The squared error loss function is a natural choice when modelling real-valued out-

put variables that are assumed to be Gaussian distributed. When using the squared

error loss, the network outputs f(x,Θ) represent the expectation of the conditional

output distribution Ey[y|x] (Bishop, 2006) or the mean of the output Gaussian dis-

tribution. When neural networks are used for classification, the output variables

are typically non-Gaussian. For binary classification problems, the outputs form a

Bernouilli distribution where P (y = 1) = f(x,Θ) and P (y = 0) = 1 − f(x,Θ). The

conditional distribution over the outputs is given by:

P (y|x,Θ) = f(x,Θ)y{1− f(x,Θ)}1−y. (3.10)

The model is then trained by maximising the likelihood over all training examples

xi, yi ∈ D . This is also known as maximum likelihood estimation (MLE) since the

objective of training is to find a set of parameters that maximise the likelihood of the

training examples. In practice, the logarithm of the loss is minimised since products

of probabilities can cause floating point values to underflow very easily. By taking

the log, we obtain the cross-entropy loss function:

L(f(x,Θ), y) = −y log f(x,Θ)− (1− y) log(1− f(x,Θ)) (3.11)
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Another case of interest is when the output distribution is multinomial. An output

yk ∈ {0, 1} is 1 only if k corresponds to the target class, otherwise it is 0, which leads

to the following cost function:

L(f(x,Θ), y) = −
K∑
k=1

yk log f(x,Θ)k. (3.12)

3.3.2 Output Activation Function

From the previous section we observe that the choice of loss function depends on the

type of output distribution being modelled. Similarly, the output activations of the

neural networks need to be selected in order to define the desired output distribu-

tion. The output activation functions are also known as inverse link functions in

statistics (Bishop, 2006). When modelling real-valued unbounded outputs, the out-

put activation is the identity transform. When modelling K independent Bernouilli

distributions, the output activation function is the sigmoid function (Section 3.2.1),

which ensures every output yk ∈ [0, 1]. A multinomial output distribution over K

outputs, is attained using the softmax activation function (Bridle, 1990):

P(yk = 1|x) =
eak∑
i e
ai
, (3.13)

where ak is the activation of kth output unit.

3.3.3 Numerical Optimisation

We are interested in the set of network parameters that minimise the chosen objective

function over the training set (Equation 3.8). The cost is a function of the network

parameter values and minimisation is performed in this high dimensional space. Deep

neural networks can have millions or even billions of parameters (Szegedy et al., 2015).

Searching by brute force through such a large space is intractable. Similarly, analyt-
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ically solving ∇C(D|Θ) = 0 is also intractable (Bishop, 2006, Chapter 5). Therefore,

neural network parameters are estimated using numerical optimisation techniques.

At any point Θ, ∇C(D|Θ) is the direction of increase for C. Therefore moving in the

direction opposite to the gradient provides the direction of steepest descent. Formally,

given a cost function C, a set of parameters Θn, the gradient ∇C(D|Θ) at Θn, the

parameters are updated as:

Θn+1 ← Θn − ε∇C(D|Θ), (3.14)

where ε is called the learning rate and is usually a small value that controls the

distance moved along the negative gradient at Θ. This algorithm for numerical opti-

misation is called gradient descent (Bishop, 2006, Chapter 5). The algorithm begins

with a random configuration of parameters Θ0 and iteratively updates the parameters

by calculating the gradients at each step.

In order to estimate the parameters of neural networks with gradient descent, it

must be possible to efficiently compute the gradient of the cost function with respect

to the model parameters. The backpropagation algorithm is an efficient algorithm

for evaluating the derivatives of the cost function (Hinton, 1986; Rumelhart et al.,

1988). The backpropagation algorithm uses the chain rule for partial derivatives to

analytically derive expressions for the gradient. The gradients are first computed with

respect to the parameters of the output layer. The gradients with respect to all other

parameters are calculated by sequentially applying the chain rule. The only constraint

for the backpropagation algorithm is that the cost function should be differentiable

with respect to the model parameters at the points of interest. Therefore, as long as

the intermediate computations are differentiable, we can define a very large family

of neural network models by carefully designing the network architecture, activation

functions and the loss function for a given problem. The generality of backpropagation

allows for construction and training of complex neural network architectures, for
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example defining cost functions like the connectionist temporal classification objective

(Graves et al., 2006), adding external memory units to RNNs (Grefenstette et al.,

2015) and adding an attention mechanism to RNNs (Bahdanau et al., 2014).

3.3.3.1 Stochastic Gradient Descent

The numerical optimisation algorithm described above can be used to optimise neural

networks given a differentiable cost function. However the computation of the cost

involves calculating the cost for all examples in the training set, also known as batch

training. As mentioned before, one of the reasons for the success of neural networks

has been the use of very large datasets. When using very large datasets, computing

gradients for the entire dataset at every iteration makes training prohibitively slow.

In practice, neural networks are trained with the stochastic gradient descent (SGD)

algorithm (Bottou, 2010; LeCun et al., 2012). Rather than averaging the gradients

over the entire set of training examples, in SGD, gradients are computed for either

a single randomly chosen sample or averaged over a small batch or minibatch of

randomly chosen samples from the dataset. Therefore, SGD replaces the true gradient

or batch gradient by an estimate of the true gradient, based on randomly sampling

single samples or minibatches of samples from the training dataset. Small batches

of data can be processed relatively quickly on GPUs and therefore SGD updates can

drastically help reduce training time. SGD also efficiently tackles the redundancy in

data, while the noisy gradient estimates have empirically been shown to be useful

for finding good minima (LeCun et al., 2012). SGD benefits greatly from careful

initialisation of the model parameters and other optimisation tricks like momentum

(Sutskever et al., 2013). In Equation 3.14, the learning rate ε is a hyperparameter of

the optimisation algorithm that needs to be tuned. Various studies propose different

schedules for updating the learning rate. Recently, several adaptive learning rate

methods like ADAGRAD (Duchi et al., 2011), ADADELTA (Zeiler, 2012) and ADAM
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(Kingma and Ba, 2014) have been proposed that dynamically adapt the learning rate

for each parameter based on first order gradient information.

3.3.3.2 Hessian Free Optimisation

Hessian Free (HF) optimisation is a second order optimisation algorithm which has

successfully been used to train DNNs and RNNs (Martens, 2010; Martens and Sutskever,

2011). Given a set of parameters Θ, a local quadratic approximation to the cost is:

C(Θ + δ) ≈ C(Θ) +∇C(Θ)T δ +
1

2
δTHδ, (3.15)

Hi,j =
∂2C

∂Θi∂Θj

, (3.16)

where H is called the Hessian matrix. Setting the partial derivative of Equation 3.15

with respect to δ equal to 0 gives:

δ = H−1∇C(Θ). (3.17)

Equation 3.17 is also known as the Newton-Raphson method (Fletcher, 2013) and

involves computing H−1, which is prohibitively computationally expensive for large

neural networks. This is due to the fact that in the worst case, inverting a square

matrix of size N involves computations of O(N3) and for neural networks N can be of

the order of millions. Unlike second order Newton’s method, HF proceeds by partially

optimising Equation 3.15 with the method of Conjugate Gradients (CG) (Fletcher

and Reeves, 1964). The method of CG is used to iteratively minimise functions of

the form:

f(x) =
1

2
xTAx− xT b, (3.18)

where x ∈ Rn and A is positive definite. Therefore at any step the HF optimisation al-

gorithm proceeds as follows: given some set of parameters Θn, first calculate ∇C(Θn).
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Then calculate a damped approximation to the Hessian matrix H ′ = H(Θn)+λ. The

damping term is introduced to ensure that the resulting matrix is positive definite.

Then use CG to minimise Equation 3.18, with x = δ, A = H ′ and b = −∇C(Θn).

Finally update the parameter estimates Θn+1 ← Θn + δ.

HF has been successfully used to train RNNs to learn dependencies over long

intervals. The CG optimisation step in HF works well when using large batches of

data. This drastically reduces the number of training iterations used for HF, though

each iteration is computationally much more expensive.

3.3.3.3 Optimising RNNs

RNNs are characterised by the recursive update of the hidden state (Equation 3.5).

Consequently, the hidden state ht is a function of all previous hidden states {h0, . . . , ht−1}.

RNNs are trained using a modified backpropagation algorithm called back propaga-

tion through time (BPTT) (Werbos, 1990) which accounts for the error flow due to

the recursive connections. Although RNNs can theoretically learn dependencies over

very long intervals, it was discovered that training them to do so in practice is quite

difficult (Bengio et al., 1994).

Let us consider a sequence of inputs x = {x0, . . . , xT} and outputs y = {y0, . . . , yT}.

The cost for the whole sequence is C =
∑T

t=0 L(f(xt,Θ), yt), where L is some scalar

loss. Let us consider two time-steps in the sequence, ta, tb with ta < tb. The gradient

of the cost at tb is as follows:

∂Ctb
∂θ

=
∑
t≤tb

∂Ctb
∂htb

∂htb
∂ht

∂ht
∂θ

, (3.19)

∂htb
∂hta

=

tb∏
τ=ta+1

∂hτ
∂hτ−1

. (3.20)

From equation 3.19 we observe that the gradient of the cost at any time tb also

includes error terms summed over all sub-sequences, which includes products of Ja-
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cobian matrices
∂htb
∂ht

(Equation 3.20). As the distance between tb and t increases, the

product of many Jacobian matrices either explodes if the leading eigenvalues are > 1

or vanishes if the leading eigenvalues are < 1. This implies that gradients either ac-

cumulate or vanish over long intervals and therefore learning long-term dependencies

with RNNs is difficult.

3.3.4 Long Short Term Memory

The most popular approach to dealing with exploding/vanishing gradients is the use

of long short-term memory (LSTM) units in an RNN (Hochreiter and Schmidhuber,

1997). In a standard RNN, the previous hidden state ht−1 is multiplied by a weight

matrix before being added to the projected input. Repeated multiplication by the

recurrent weight matrix over several time steps causes information from the past to

be lost, making it hard to learn long-term dependencies (Section 3.3.3.3). The LSTM

architecture circumvents this issue by making the update to the hidden units or cells,

additive rather than multiplicative. In addition to the additive update, LSTM units

employ a gating mechanism for all the inputs and output units. It is worth mentioning

that these gating units are not restricted to LSTMs and have also been found useful

in training very deep feedforward networks (Srivastava et al., 2015; Oord et al., 2016)

Figure 3.5 is a graphical representation of the LSTM architecture. Let xt be

the input vector at time index t, let ct be the value of the internal cell state of the

LSTM and let ht be the outputs from the LSTM at time-step t. The input-to-hidden

transformation is obtained as:

it = σ(Wi.[ht−1, xt] + bi), (3.21)

c̃t = tanh(Wc.[ht−1, xt] + bc), (3.22)

where c̃t represents the same transformation as Equation 3.5. Wi, bi are the input
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gate weights and biases and Wc, bc are the weights and biases for the inputs to the cell.

The only difference between the computation of it and c̃t is that the outputs of the

input gate are passed through a sigmoid function (as opposed to the tanh function)

and have values between 0 and 1, therefore acting as soft gates. Next, the value of

the LSTM cells is updated as follows:

ft = σ(Wf .[ht−1, xt] + bf ), (3.23)

ct = ft � ct−1 + it � c̃t, (3.24)

where ft represent the forget gates, Wf , bf represent the weight matrix and bias for

the forget gate and � is an element-wise multiplication. Therefore the value of the

previous cell state is first passed through a forget gate before being added to the gated

inputs to the cell. Finally the cell outputs the following:

ot = σ(Wo.[ht−1, xt] + bo), (3.25)

ht = ot � tanh(ct), (3.26)

where ot represents the output gate and Wo, bo are the weights and bias for the

output gate. The output of the LSTM is the value of the cell units passed through an

output gate. Therefore the additive update to the cell states coupled with the use of

a gating mechanism allows the LSTM to retain information over long time-periods.

Recently, RNNs have enjoyed success in many domains (Section 3.2.3) and opti-

mising RNNs has been a problem of interest. There have been several insights that

allow more effective training of RNNs. The use of gradient clipping is a simple heuris-

tic for preventing exploding gradients (Bengio et al., 2013). Additionally, there are

studies that investigate how the norm of the recurrent matrix can be constrained in

order to avoid exploding/vanishing gradients (Saxe et al., 2013; Le et al., 2015). There
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Figure 3.5: A graphical representation of the LSTM. From the figure we note that
all 3 gates (input, forget, cell) receive xt, ht−1 as inputs. The cell values at t− 1 are
multiplied by a forget gate and the result is added to the gated inputs as opposed to
the standard RNN where the updates are multiplicative. Finally the cell state values
are multiplied with the output gate to give the LSTM outputs ht.

have also been some studies that explore different gating and update mechanisms to

improve learning (Jozefowicz et al., 2015).

3.3.5 Regularisation

One of the most common issues with training machine learning algorithms is overfit-

ting, which is when the trained model is a good predictor on the training data but

performs poorly on unseen test data (Bishop, 2006, Chapter 3). When models have

many parameters, which is the case with neural networks with many layers, there are

many parameter configurations that might lead to good performance on the training

set but generalise poorly to new data. Given that the test set is not available dur-

ing training, there is no obvious way to overcome this difficulty. Typically, certain

assumptions about the data and the model parameters are made in order to improve

model generalisation. This process is known as regularisation.
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Regularisation is a means to constrain the search space of model parameters. The

most common form of regularisation used to train neural networks is L2-regularisation

or weight decay. L2-regularisation (or ridge regression in statistics) is applied by

introducing an additive term to the optimisation objective:

C̃(Θ) = C(Θ) +
λ

2
‖Θ‖2

2, (3.27)

where λ is the weight decay constant, ‖x‖p :=

(∑D
i=1 |xi|

p

)1/p

and Θ is the set of

model parameters. The L2-regularisation term in the objective function introduces

a trade-off between minimising the cost and minimising the magnitude of the model

parameters. The term weight decay arises from the fact that the parameter updates

have an extra −λ‖Θ‖2 term, which causes a decay in the parameter values over

successive iterations (Section 3.3.3).

L1-regularisation (or lasso regularisation in statistics) is another simple regulari-

sation technique with the following objective function:

C̃(Θ) = C(Θ) + α‖Θ‖1, (3.28)

where α is a constant. Unlike L2-regularisation, the L1 constraint encourages the

parameters to be sparse (Bishop, 2006, Chapter 3). Both L1 and L2-regularisation

prevent overfitting by limiting the model complexity by encouraging many model

parameters to be close to 0.

Recently Dropout (Srivastava et al., 2014) has become an indispensable part of

the neural network optimisation toolkit. Dropout is a simple regularisation technique

that has been shown to be effective at controlling overfitting in large neural networks.

Given an input x ∈ RD to the neural network, a binary mask m ∈ {0, 1}D is sampled

from a Bernouilli distribution with probability p. The new masked input to the
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network is computed as:

mi ∼ Bernouilli(p), (3.29)

x̃ = m� x. (3.30)

The above operation is usually performed on all the layers of the network excluding

the outputs. Dropout has proved to be a very simple and effective way to prevent

overfitting in neural networks. The effectiveness of Dropout can be explained qualita-

tively as follows. By randomly dropping out certain activations, the network weights

are forced to learn good features independently, without depending on other features

in the layer. Therefore Dropout inhibits the co-adaptation of features (Srivastava

et al., 2014). Alternatively, Dropout can also be seen as a form of model averaging.

When an activation is dropped, it is equivalent to pruning parts of the network or

setting certain weights to 0. Therefore with each Dropout mask that is sampled, a

sub-network of the entire network is optimised. Therefore in effect, we train an en-

semble of networks with varying architectures and shared weights. The predictions at

test time represent approximate predictions from this ensemble, contributing to lower

generalisation error. Recent work has cast Dropout in a probabilistic setting which

allows calculation of uncertainty estimates of the predictions from neural networks

(Gal and Ghahramani, 2015).

Another simple but effective regularisation technique is early stopping (Bishop,

2006, Chapter 5). Since the objective is to train a model that performs well on unseen

data, a subset of data is randomly selected and used as a validation set. The examples

in the validation set are not used for numerical optimisation of the model parameters

(Section 3.3.3). Instead, the validation set is used to monitor the model performance

on unseen data. Typically, the cost on the training set continues to decrease while

the cost over the validation set begins to saturate or even increase (Figure 3.6). Early

stopping is used to determine when to stop training and updating parameter values.
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Figure 3.6: Training and validation cost as a function of the number of training
epochs.

Qualitatively, saturation of cost over the validation set is seen as an indication that

the model is starting to overfit the training examples and therefore stopping training

when validation error is minimum is a natural choice. In our experiments, we monitor

the validation cost at the end of every epoch of training, which is defined as one

iteration over the entire training set. Training is stopped if the validation cost does

not decrease after a pre-determined number of epochs.

Since overfitting is a very common occurrence in neural networks with many pa-

rameters, typically all of the above techniques are used simultaneously to try and

control overfitting.

3.4 Density Estimation

So far the discussion has been restricted to the case of supervised learning, where

the objective is to learn a mapping f : X → Y given many input/output pairs
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Figure 3.7: Graphical structure of the RBM. There are no connections between vari-
ables in the same layer, while every variable xi is connected all variables hi and vice
versa. Note that the connection between variables are undirected.

as examples. Another problem of interest is the problem of estimating probability

distributions over a given set of points. This is also known as generative modelling

because the trained models can be used to generate new data by sampling from the

distributions. Here we describe the restricted Boltzmann machine (RBM) and the

neural autoregressive distribution estimator (NADE).

3.4.1 Restricted Boltzmann Machines

The RBM is an energy based model (LeCun et al., 2006) that estimates a joint

probability distribution over a set of input variables x ∈ {0, 1}D and a set of hidden

or latent variables h ∈ {0, 1}K . Each hidden variable hi is fully connected to all visible

variables x and each visible variable xi is fully connected to all hidden variables h,

however all connections between variables in the same layer are restricted (Figure

3.7). The joint probability is computed as:

P (x, h) =
exp(−bTv x− bThh− hTWx)

Z
, (3.31)

Z =
∑
x,h

exp(−bTv x− bThh− hTWx), (3.32)

62



where Z is the normalising constant and is known as the partition function. bv, bh

are the visible and hidden biases, while W is the weight matrix. Computing the

partition function exactly is intractable since it involves a summation over all possible

configurations of the variables which is exponential in the dimensionality of x and h.

The marginal probability of x can be expressed in terms of the free energy:

P (x) = exp(−F (x))/Z, (3.33)

F (x) = −bTv x−
K−1∑
i=0

log(1 + ebh+Wx)i, (3.34)

where F (x) is the free energy (Bengio, 2009, Chapter 5) and K is dimensionality

of the hidden vector h. RBMs are also trained using gradient based methods. The

gradient of the log-likelihood involves the following terms:

∂(− logP (x))

∂Θ
=
∂F (x)

∂Θ
− ERBM[

∂F (x)

∂Θ
], (3.35)

where the second term ERBM[∂F (x)
∂Θ

] denotes an expectation over the model distribution

(Bengio, 2009, Chapter 5). Calculating the expectation analytically is intractable.

The expectation of the gradient of the free energy is approximated by drawing samples

from the model distribution instead. It has been found that even one sample can work

well in practice. Samples are drawn using alternative Gibbs sampling steps (h|x and

x|h). This is known as the Contrastive Divergence algorithm (Hinton, 2002). The

binary units of an RBM can be replaced with Gaussian visible units to estimate

distributions over real-valued inputs (Welling et al., 2004).

3.4.2 Neural Autoregressive Distribution Estimator

The NADE is a distribution estimator for high dimensional binary data (Larochelle

and Murray, 2011). The NADE was initially proposed as a tractable alternative
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to the restricted Boltzmann machine (RBM). Consider a vector of binary variables

x ∈ {0, 1}D. Let xi denote the ith entry in x and let x<i = {x0, . . . , xi−1}. The NADE

estimates the joint distribution over high dimensional binary variables as follows:

P (x) =
∏
i

P (xi|x<i).

The NADE is similar to a fully visible sigmoid belief network (Neal, 1992), since the

conditional probability of xi is a non-linear function of xi−1
0 . The NADE computes

the conditional distributions according to:

hi = σ(W:,<ix<i + bh), (3.36)

P (xi|x<i) = σ(Vihi + biv), (3.37)

where W,V are weight matrices, W:,<i is a sub-matrix of W that denotes the first i

columns and bh, bv are the hidden and visible biases, respectively. The equation for

the conditional distribution (Equation 3.37) is equivalent to a feed forward neural

network with tied weights (Larochelle and Murray, 2011). The gradients of the like-

lihood function P (x) with respect to the model parameters θ = {W,V, bh, bv} can be

found exactly, which is not possible with RBMs (Larochelle and Murray, 2011). This

property allows the NADE to be readily combined with other models and the models

can be jointly trained with gradient based optimisers.

3.4.3 Distributions Over Sequences

Learning distributions over sequences is an important task. Generative sequential

models find applications where prior probabilities over sequences are required, for

example language modelling (Mikolov et al., 2010). RNNs can be used to define
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Figure 3.8: Graphical structure of the generative RNN for an input sequence y =
{y0, . . . , yT}. At any time t, the RNN yields a distribution over the outputs at t+ 1.
Wf ,Wr,Wo represent the input, recurrent and output weight matrices, respectively.

distributions over sequences. Given a sequence y = {y0, . . . , yt}, the joint probability

can be factorised using the product rule:

P (y) = P (y0)
∏
t>0

P (yt|yt−1
0 ), (3.38)

where yt0 = {y0, . . . , yt}. An RNN that is trained to maximise the likelihood

of yt given yt−1
0 , yields the desired distribution over the sequence y (Figure 3.8).

Alternatively, a generative RNN can be seen as an RNN model where the output at

t is connected to the input at t− 1.

In Section 3.3.2, we discussed how the output layer activation functions deter-

mine the type of output distribution. Although we discussed 3 commonly used out-

put distributions (Gaussian, Bernouilli, multinomial), it is possible to define more

complicated output distributions with neural networks. For example a GMM is used

to model the output distribution in mixture density neural networks (Bishop, 1994)

where the network is trained to output the means and variances of a GMM. Simi-

larly, a recurrent mixture density network can be used to define distributions over

real-valued sequences (Schuster, 1999). In general, neural networks can define more
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complex families of output distributions by letting the network output the parameters

of distribution estimators. As long as the log-likelihood of the distribution estimator

is differentiable with respect to its parameters, the entire network can be trained with

gradient descent. In Boulanger-Lewandowski et al. (2012), the authors use an RBM

and a NADE to define a high-dimensional joint distribution over a sequence of binary

variables.

3.5 Other Models

In addition to the neural network models described above, we also use other machine

learning models for comparisons, especially in Chapter 6. Here we present the relevant

background for the remaining models presented in this thesis.

3.5.1 Gaussian Mixture Models

Given a D dimensional feature vector x, a GMM (Bishop, 2006, Chapter 2) is a

weighted sum of Gaussian component densities which provides an estimate of the

likelihood of x being generated by the probability distribution defined by a set of

parameters θ:

p(x|θ) =
M−1∑
i=0

wi · g(x|µi,Σi), (3.39)

where:

g(x|µi,Σi) =
1

(2π)
D
2 |Σi|

1
2

· e−
1
2

(x−µi)T Σ−1
i (x−µi), (3.40)

where θ = (µi,Σi, wi)0≤i<M is the parameter set, M is the number of Gaussian com-

ponents, µi is the mean, Σi the covariance matrix and wi is the weight for the ith

Gaussian component. In practice, the likelihood is computed in the log domain to

avoid numerical underflow. Furthermore, the covariance matrices are constrained to
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be diagonal, thus transforming Equations (3.39) and (3.40) into:

log p(x|θ) = logsumM−1
i=0

{∑D−1
d=0 (xd − µi,d)2 · σ−1

i,d + wi

}
+K (3.41)

where d is the dimension index, constant K can be neglected for classification pur-

poses, and logsum symbolises a recursive version of function log(a + b) = log a +

log(1 + e(log b−log a)) (Murphy, 2006).

3.5.2 Support Vector Machines

Support Vector Machines (SVMs) (Burges, 1998) are discriminative classifiers. Given

a set of data points belonging to two different classes, an SVM determines the optimal

separating hyperplane between the two classes of data. In the linearly separable case,

this is achieved by maximising the margin between two hyperplanes that pass through

a number of support vectors. The optimal separating hyperplane is defined by all

points x that satisfy:

x · w + b = 0, (3.42)

where w is a normal vector to the hyperplane and |b|
‖w‖ is the perpendicular distance

from the hyperplane to the origin. Given that all data points xi satisfy:

 xi · w + b ≥ 1 for labels yi = +1

xi · w + b ≤ −1 for labels yi = −1
(3.43)

It can be shown that the maximum margin is defined by minimising ‖w‖2
2

(Burges,

1998). This can be solved using a Lagrangian formulation of the problem, thus

producing the multipliers αi and the decision function:

f(x) = sgn
(N−1∑

i=0

yiαix · xi + b
)
, (3.44)
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where N is the number of training examples and x is a feature vector we wish to

classify. In practice, most of the αi turn out to be zero and the xi for non-zero αi are

called the support vectors of the algorithm.

In the case where the data is not linearly separable, a non-linear kernel function

K(xi, xj) can be used to replace the dot products x · xi, which effectively projects

the data into a higher dimensional space where it could potentially become linearly

separable. The decision function then becomes:

f(x) = sgn
(N−1∑

i=0

yiαiK(x, xi) + b
)

(3.45)

Commonly used kernel functions include:

• Linear: K(x, xi) = x · xi

• Polynomial: K(x, xi) = (x · xi)d

• Radial basis function (RBF): K(x, xi) = exp(−γ|x− xi|2)

• Sigmoid: K(x, xi) = tanh(x · xi)

A further refinement to the SVM algorithm makes use of a soft margin whereby

a hyperplane can still be found even if the data is non-separable (perhaps due to

mislabelled examples) (Burges, 1998). The modified objective function is defined as

follows:

arg min
w,ξ,b

{
1

2
‖w‖2 + C

n∑
i=1

ξi

}
(3.46)

subject to: yi(w · xi − b) ≥ 1− ξi, ξi ≥ 0,

where ξi are non-negative slack variables. The modified algorithm finds the best

hyperplane that fits the data while minimising the error due to misclassified data

points. The importance of these error terms is determined by parameter C, which

can control the tendency of the algorithm to over fit or under fit the data.
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3.6 Implementation

So far we have discussed the mathematical and theoretical foundations of the neural

network models used in this thesis. As mentioned earlier, one of the main contributors

to the recent success of neural networks has been the ability to design and train

networks which are very deep, might contain millions of parameters and that can be

trained on very large datasets. The flexible design and training of neural networks has

been made possible by the development of open source libraries such as TensorFlow,

Theano and Torch. The key idea behind all these libraries is the fact that they

act as compilers for symbolic mathematical expressions. The libraries allow users to

define computational graphs by composing symbolic representations of mathematical

expressions. For example, the cost function of a particular neural network architecture

can be defined as a symbolic computational graph. Once computational graphs are

defined, the libraries are able to optimise various computations to compile highly

efficient code for either CPUs or GPUs. Additionally, a symbolic representation of

the computations allows the libraries to perform symbolic differentiation with respect

to arbitrary graph inputs. When the graphs represent neural networks, this property

can be used to automatically compute the gradients for a given instance of a neural

network architecture. This flexible approach has allowed researchers to design and

experiment with neural network architectures.

The neural network models presented in the remainder of this thesis were im-

plemented using the Theano library for Python. Symbolic graphs were defined for

different neural network architectures (DNN, RNN, CNN, NADE) and training was

performed on a Tesla K40c GPU. Although writing defining neural networks from

scratch using Theano is useful to gain familiarity with various aspects of the neural

network architectures and indeed the dynamics of training, in the last 2 years there

have been several libraries that have been built on top of Theano and TensorFlow

that further simply the implementation and consequently experimentation with neu-
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ral networks. Readers are referred to Lasagne1 and TFLearn2, which are built on top

of Theano and TensorFlow respectively. These open source projects offer a large num-

ber of flexible neural network architectures, optimisers and techniques for handling

low-level data.

3.7 Conclusion

In this chapter, we presented the necessary background and definitions for the neural

network models used in the remaining chapters. We described feed forward, convolu-

tional and recurrent neural network layers. We also show how neural network models

can be used for density estimation. We described the gradient descent algorithm,

along with a number of commonly used heuristics (like regularisation, dropout, gra-

dient clipping) for effectively estimating the parameters of neural networks. In the

following chapter, we describe how neural network models can be used for automatic

music transcription of polyphonic music.

1www.lasagne.com
2www.tflearn.com
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Chapter 4

Automatic Music Transcription

In this chapter we describe experiments which employ neural network based models

for automatic music transcription. In the first section, we describe experiments with

piano music transcription. The motivation for performing experiments with piano

music is that labelled datasets of piano music are more readily available, compared

to other instruments. This allows us to compare the performance of neural network

transcription systems which require a lot of training data, to other methods found

in the literature. In addition to processing the acoustic signal, we also investigate

whether neural network music language models (MLMs) which define a prior prob-

ability distribution over sequences of polyphonic music, help improve transcription

accuracies. Furthermore, we investigate the problem of estimating the mode of the

conditional output distributions of an RNN.

In the second section, we present experiments with multi-instrument polyphonic

music. These experiments represent a more general experimental setup, where the

recording contains more than one instrument and large amounts of labelled training

data are not available for each instrument. The aim of these experiments is to inves-

tigate whether MLMs can improve transcription performance, when labelled training

data for the acoustic models is scarce and the MLMs are trained on a set of musical
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scores that are disjoint from the training set of the acoustic model. We present a

method for combining the predictions of a latent variable PLCA acoustic model with

an RNN MLM and investigate system performance on a dataset of multi-instrument

polyphonic music.

4.1 Polyphonic Piano Music Transcription

This section describes experiments with neural networks for transcribing piano mu-

sic. We are interested in designing an end-to-end architecture for polyphonic AMT.

It is worth noting that although it is possible to train neural network acoustic models

directly on raw audio samples (Graves, 2012b; Dieleman and Schrauwen, 2014), it has

been observed that such models are computationally more expensive and do not yield

a major improvement in performance compared to pre-processing the waveforms into

time-frequency features like the STFT or CQT. Given the fact that datasets in MIR

can be orders of magnitude smaller than speech datasets, we assume that all audio

waveforms in this thesis are pre-processed into some time-frequency representation.

One of the motivations for using deep neural networks architectures is to allow the

model to automatically learn the most useful transformations or features directly

from a low-level time-frequency representation of the audio in order to correctly iden-

tify pitches. These experiments aim to carry out fair comparisons between neural

network acoustic models and 2 state-of-the-art acoustic models, given sufficient train-

ing data. Secondly, we investigate how MLMs can be incorporated into transcription

systems. Similar to language models in speech, MLMs have the potential to signif-

icantly improve transcription accuracies. Language models in speech are trained on

large corpora of text. Similarly, MLMs can be trained on large corpora of musical

scores without the need for any manual annotation or labelling. Despite the strong

motivation for MLMs, their application to music transcription has been limited due
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(a) C3 Note (b) All notes (ascending and descending)

Figure 4.1: Constant Q Transform plots for examples in the MAPS dataset.

to the high-dimensionality of the output space of polyphonic music. In these exper-

iments, we investigate how neural network MLMs can be incorporated into existing

transcription systems. Finally, we also investigate how to better decode the high-

dimensional conditional distributions obtained as outputs from an RNN. The rest of

this section is organised as follows: we first describe the various neural network ar-

chitectures used for acoustic modelling. We then describe the RNN MLMs. Next, we

present the proposed model for combining acoustic and language model predictions.

Finally we present results from experiments with the proposed model on a dataset of

piano music.

4.1.1 Preprocessing

We transform the input audio to a time-frequency representation which is then used

as input to the acoustic models. In the past, Sigtia et al. (2015a) used the magni-

tude short-time Fourier transform (STFT) as input to the acoustic models. However,

here we experiment with the constant Q transform (CQT) as the input representation
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(Brown, 1991). There are two motivations for this. Firstly, the CQT is fundamentally

better suited as a time-frequency representation for music signals, since the frequency

axis is linear in pitch (Figure 4.1b). Secondly, the log-frequency axis requires fewer

frequency bins to effectively cover a given range, resulting in a more compact repre-

sentation. This is practically very useful given that the human auditory range covers

approximately ten octaves (from 20 Hz to 20kHz). For the CQT representation, the

spectral resolution is higher for lower frequencies and decreases for higher frequencies.

From a machine learning perspective, a compact representation is useful when using

neural networks since it reduces the number of parameters in the model.

We downsample the audio to 16 kHz from 44.1 kHz. We then compute CQTs over

7 octaves with 36 bins per octave and a hop size of 512 samples, resulting in a 252

dimensional input vector of real values, with a frame rate of 31.25 frames per second.

Additionally, we compute the mean and standard deviation of each dimension over

the training set and transform each vector by subtracting the mean and dividing by

the standard deviation. These pre-processed vectors are used as inputs to the acoustic

model.

4.1.2 Acoustic Models

The acoustic model is used to identify the active pitches in a short frame of audio.

Acoustic models can be broadly divided into 2 classes: supervised and unsupervised

acoustic models. Supervised acoustic models can in theory be trained on complex

mixtures of instrument sources, without having to account for each instrument sep-

arately. This is in contrast to NMF/PLCA acoustic models that require instrument

specific prior knowledge for transcription. For AMT, acquiring large datasets of mu-

sical recordings with corresponding human annotated transcriptions is a difficult task

(Su and Yang, 2015). Consequently, the datasets available for AMT are usually quite

small and unsupervised or NMF-based acoustic models are preferred over supervised
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models. In this study, we aim to compare the performance of supervised neural net-

work acoustic models to two popular state-of-the-art acoustic models. In order to be

able to make fair comparisons, we perform experiments on a dataset of piano music

with sufficient data for training neural networks. In this section, we describe the

various neural network architectures considered for acoustic modelling.

4.1.2.1 DNNs

Given an input frame of features xt at any time t, the DNN with one or more hidden

layers is trained to predict the probability of pitches yt (Figure 3.1). The DNN

yields a probability distribution P (yt|xt). Each yt is an 88-dimensional binary vector

representing the keys on a piano. The input to the DNN is xt, a frame of preprocessed

CQT. A sigmoid non-linearity is applied to the activations of the output layer and

each output represents P (yt(i) = 1|xt), the probability of the ith pitch being on.

4.1.2.2 RNNs

DNNs make a prediction given a frame of acoustic features as inputs. However, a

single frame of features contains insufficient data since a frame is ambiguous with-

out its context. There are many previous studies in MIR that suggest that rather

than classifying a single frame of input, better prediction accuracies can be achieved

by incorporating information over several frames of inputs (Bergstra et al., 2006;

Boulanger-Lewandowski et al., 2013a; Sigtia and Dixon, 2014). Unlike DNNs, RNN

acoustic models incorporate past inputs while making a prediction (Figure 3.4). Given

a sequence of inputs xt0 = {x0, . . . , xt}, the RNN yields an output probability distri-

bution P (yt|xt0). Through the recurrent hidden state (Equation 3.5), the RNN is able

to model distributions that are conditioned on the entire input sequence xt0.
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4.1.2.3 ConvNets

ConvNets contain one or more layers of convolutions, in addition to fully connected

layers (Section 3.2.2, Figure 3.3). Although ConvNets were designed for processing

images, they have been successfully applied to speech recognition (Abdel-Hamid et al.,

2012, 2013). We use ConvNet acoustic models to estimate a distribution P (yt|xt+kt−k),

where the input to the acoustic model is a context window of features of size 2k + 1

and the ConvNet is trained to predict the targets corresponding to the central frame

in the window. Unlike RNNs, ConvNets use a fixed size context that incorporates

information from both past and future frames. When applied to a time-frequency

input representation like the CQT, ConvNets can potentially learn features that are

invariant to pitch transpositions, such as inter-harmonic spacings for music signals

which are constant across log-frequency. Although this is theoretically possible with

fully connected networks, we would require a very large number of training examples

for the network to discover such regularities. Another important property of ConvNets

is that the size of the input window can be increased without necessarily increasing

the size of the convolutional filters, thereby resulting in models with fewer parameters

(Section 3.2.2). Although ConvNets have been applied to some problems in MIR

(Schlüter and Böck, 2014; Humphrey and Bello, 2012), they remain unexplored for

AMT tasks.

4.1.3 Music Language Models

As mentioned earlier, the motivation for statistical models of sequences of music is

similar to the motivation for statistical language models in speech recognition. Often

the acoustic signal on its own may not contain all the information necessary to identify

the correct words contained in the signal. Languages exhibit structural regularities

which can be used to make better predictions. Similarly for music, the structural

regularities and patterns in sequences of music can be used to improve predictions
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of AMT systems. From a probabilistic perspective, when trying to estimate P (y|x),

language models provide a prior P (y) for the likelihood of the sequence y.

Given a sequence of transcriptions in piano-roll notation y = yt0, we use the MLM

to define a prior probability distribution P (y). yt is an 88-dimensional binary vector

that represents the notes being played at t (one time-step of a piano-roll representa-

tion). Index 0 represents A0 (27.5 Hz) and index 87 corresponds to C8 (4186 Hz).

The motivation for using MLMs is to learn harmonic rules and patterns in music

and use this information to improve transcription. The harmonic content of music

includes information related to musical intervals, scales and chords. In addition to

the harmonic content of music, there are also temporal structural patterns like the

synchronisation of pitch changes and durations of pitches or inter-onset intervals and

also more higher level musical structure like verses and chorus. The MLMs presented

here explicitly model the harmonic properties only, while higher-level temporal infor-

mation (like beats, duration) is ignored.

Compared to language modelling for speech, modelling the structure of music is

complicated by the presence of polyphony and complex long-term temporal structure.

Due to polyphony, the number of possible note combinations is exponentially large, for

example there are 288 possible note combinations for 88 notes on a piano. Secondly,

statistical modelling of the long-term repeating structure of polyphonic notes is a

difficult task. Most transcription systems make the simplifying assumption that all

notes are independent and model the temporal evolution of notes independently (one

model per note) (e.g. Poliner and Ellis (2007)). Models of this kind are capable of

learning the durations of notes and smoothing the predictions of the acoustic models.

Although there are some studies that investigate jointly modelling the temporal and

polyphonic structure of music (Raczynski et al., 2013), the problem of music language

modelling has been largely ignored for AMT. In this section, we describe RNN based-

architectures for MLMs.
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Figure 4.2: Graphical structure of the RNN-NADE for an input sequence y =
{y0, . . . , yT}. Compared to the generative RNN (Figure 3.8), the parameters of a
NADE at time t are conditioned on the hidden state ht and the conditional distribu-
tion P (yt+1|yt0) is obtained from the NADE for all t.

4.1.3.1 Generative RNN

In section 3.4.3 we described how RNNs can be used to define probability distribu-

tions over sequences (Equation 3.38). When the inputs to the generative RNN are

formed by sequences of polyphonic music y = yt0, the model describes an MLM. Al-

though an RNN MLM yields a distribution P (yt|yt−1
0 ), the individual pitch outputs

yt(i) are conditionally independent given yt−1
0 , where i is the pitch index. As men-

tioned earlier, this is not true for polyphonic music where harmonies and chords are

formed by multiple simultaneously sounding notes. Therefore, although RNN MLMs

can be used to define a distribution over a sequences of symbolic music, the output

distribution at each time step is limited to modelling independent pitches. It should

be noted that although this is a limitation, a generative RNN is conditioned on high

dimensional input sequences and is more general than using 2-state HMMs for each

pitch separately.
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4.1.3.2 RNN-NADE

In order to learn high dimensional, temporal distributions for the MLM, we combine

the NADE and an RNN, as proposed by Boulanger-Lewandowski et al. (2012). The

resulting model is shown in Figure 4.2. As mentioned earlier, the main limitation of

the generative RNN is the fact that the output distribution is limited to modelling

independent pitches. The NADE (Larochelle and Murray, 2011) is a distribution esti-

mator for high-dimensional binary data. The RNN-NADE is obtained by conditioning

the parameters of a NADE at every time-step on the hidden state of an RNN (Figure

4.2). The NADE can be seen as an additional differentiable block in the generative

RNN architecture. The resulting model yields a sequence of NADEs conditioned on

an RNN, that describe a distribution over sequences of polyphonic music. In order

to limit the number of free parameters in the model, we only allow the NADE biases

to be functions of the RNN hidden state, while the remaining parameters (W,V ) are

held constant over time (Section 3.4.2). We compute the NADE biases as a linear

transformation of the RNN hidden state plus an added bias term:

btv = bv +W1ht, (4.1)

bth = bh +W2ht, (4.2)

where W1 and W2 are weight matrices from the RNN hidden state to the visible

and hidden biases, while bh, bv are the fixed hidden and visible biases for the NADE

(Equation 3.36). The gradients with respect to all the model parameters can be

easily computed using the chain rule and the joint model is trained using the BPTT

algorithm (Boulanger-Lewandowski et al., 2012).
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4.1.4 Proposed Model

In this section we describe the proposed neural network model for polyphonic AMT.

The model comprises an acoustic model and a music language model. In addition

to DNN and RNN acoustic models, we propose the use of ConvNets for identifying

pitches present in the input audio signal and compare their performance to various

other acoustic models (Section 4.1.5.5). The acoustic and language models are com-

bined using a probabilistic graphical model, yielding an end-to-end model for AMT

with unconstrained polyphony. We first describe the hybrid RNN model, followed by

a description of the proposed inference algorithm.

4.1.4.1 Hybrid RNN

The hybrid RNN is a graphical model that combines the predictions of any arbitrary

frame level acoustic model, with an RNN-based language model. Let x = xT0 be a

sequence of inputs and let y = yT0 be the corresponding transcriptions. The joint

probability of y, x can be factorised as follows:

P (y, x) = P (y0 . . . yT , x0 . . . xT ) (4.3)

= P (y0)P (x0|y0)
T∏
t=1

P (yt|yt−1
0 )P (xt|yt).

The factorisation in Equation 4.3 makes the following independence assumptions:

P (yt|yt−1
0 , xt−1

0 ) = P (yt|yt−1
0 ) (4.4)

P (xt|yt0, xt−1
0 ) = P (xt|yt) (4.5)
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Figure 4.3: Graphical Model of the Hybrid Architecture. The variables yt represent
the output pitches, while the variables xt represent the acoustic observations. Com-
pared to the HMM graph (Figure 2.5) there are additional connections between each
state yt and all previous states yτ , for τ < t.

These independence assumptions are similar to the assumptions made in HMMs

(Rabiner, 1989). Equation 4.4 implies that pitch content at t is dependent only on

the previous pitch content yt−1
0 and independent of the past acoustic inputs xt−1

0 .

Equation 4.5 implies that the acoustic observations at t are only conditioned on the

active pitches at time t. Figure 4.3 is a graphical representation of the hybrid model.

In equation 4.3, P (xt|yt) is the emission probability of an input, given output yt.

Using Bayes’s rule, the conditional distribution can be written as follows:

P (y|x) ∝ P (y0|x0)
T∏
t=1

P (yt|yt−1
0 )P (yt|xt), (4.6)

where the marginals P (yt) and priors P (y0), P (x0) are assumed to be fixed with

respect to the model parameters and are replaced by the proportionality sign.

With this reformulation of the joint distribution, we observe that the conditional

distribution P (y|x) is directly proportional to the product of two distributions. The

prior distribution P (yt|yt−1
0 ) is obtained using a generative RNN (Section 4.1.3) and

the posterior distribution over note-combinations P (yt|xt) can be modelled using any

frame based classifier. The hybrid RNN graphical model is similar to an HMM, where

the state transition probabilities for the HMM P (yt|yt−1) have been generalised to

include connections from all previous outputs, resulting in the P (yt|yt−1
0 ) terms in
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Equation 4.6.

For the problem of automatic music transcription, the input time-frequency repre-

sentation forms the input sequence x, while the output piano-roll sequence y denotes

the transcriptions. The priors P (yt|yt−1
0 ) are obtained from the RNN-NADE MLM,

while the posterior distributions P (yt|xt) are obtained from the acoustic models. The

models can then be trained by finding the derivatives of the acoustic and language

model objectives with respect to the model parameters and training using gradient

descent. The independent training of the acoustic and language models is a useful

property since datasets available for music transcription are considerably smaller in

size as compared to datasets in computer vision and speech. However large corpora

of MIDI music are relatively easy to find on the internet1 (Poliner and Ellis, 2007;

Allan and Williams, 2005). Therefore in theory, the MLMs can be trained on large

corpora of MIDI music, analogous to language model training in speech.

4.1.4.2 Inference

At test time, we would like to find the mode of the conditional output distribution:

y∗ = argmax
y

P (y|x) (4.7)

From Equation 4.6, we observe that the priors P (yt|yt−1
0 ), tie the predictions of the

acoustic model P (yt|xt) to all the predictions made till time t. This prior term en-

courages coherence between predictions over time and allows musicological structure

learnt by the language models to influence successive predictions. However, this more

general structure leads to a more complex inference (or decoding) procedure at test

time. This is due to the fact that at time t, the history yt−1
0 has not been optimally

determined. Therefore, the optimum choice of yt depends on all the past model pre-

dictions. Proceeding greedily in a chronological manner by selecting yt that optimises

1for e.g ifdo.ca/~seymour/nottingham/nottingham.html and http://www.musedata.org/
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P (yt|xt) does not necessarily yield good solutions. We are interested in solutions

that globally optimise p(y|x). But exhaustively searching for the best sequence is

intractable since the number of possible configurations of yt is exponential in the

number of output pitches (2n for n pitches).

Beam search is a graph search algorithm that is commonly used to decode the con-

ditional outputs of an RNN (Graves, 2012a; Boulanger-Lewandowski et al., 2013b).

Beam search scales to arbitrarily long sequences and the computational cost versus

accuracy trade-off can be controlled via the width of the beam. The inference al-

gorithm is comprised of the following steps: at any time t, the algorithm maintains

at most w partial solutions, where w is the beam width or the beam capacity. The

solutions in the beam at t correspond to sub-sequences of length t. Next, all possible

descendants of the w partial solutions in the beam are enumerated and then sorted in

decreasing order of log-likelihood. From these candidate solutions, the top w solutions

are retained as beam entries for further search. Beam search can be readily applied

to problems where the number of candidate solutions at each step is limited, like

speech recognition (Boulanger-Lewandowski et al., 2014) and audio chord estimation

(Boulanger-Lewandowski et al., 2013a). However, using beam search for decoding

sequences with a large output space is prohibitively inefficient.

When the space of candidate solutions is large, the algorithm can be constrained

to consider only K new candidates for each partial solution in the beam, where K is

known as the branching factor. The procedure for selecting the K candidates can be

designed according to the given problem. For the hybrid architecture, from Equation

4.6 we note:

P (yt0|xt0) ∝ P (yt−1
0 |xt−1

0 )P (yt|yt−1
0 )P (yt|xt) (4.8)

At time t, the partial solutions in the beam correspond to configurations of yt−1
0 .

Therefore given P (yt−1
0 |xt−1

0 ), the K configurations that maximise P (yt|yt−1
0 )P (yt|xt)
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would be a suitable choice of candidates for yt. However for many families of distri-

butions, it might not be possible to enumerate yt in decreasing order of likelihood.

Boulanger-Lewandowski et al. (2013b) propose forming a pool of K candidates by

drawing random samples from the conditional output distributions. However, random

sampling can be inefficient and obtaining independent samples can be very expensive

for many types of distributions. As an alternative, we propose to sample solutions

from the posterior distribution of the acoustic model P (yt|xt) (Sigtia et al., 2015a).

There are 2 main motivations for doing this. Firstly, the outputs of the acoustic

model are independent class probabilities. Therefore, it is easy to enumerate samples

in decreasing order of log-likelihood (Boulanger-Lewandowski et al., 2013b). Sec-

ondly, we avoid the accumulation of errors in the RNN predictions over time (Bengio

et al., 2015; Ranzato et al., 2016). The RNN models are trained to predict yt, given

the true outputs yt−1
0 . However at test time, outputs sampled from the RNN are fed

back as inputs at the next time step. This discrepancy between the training and test

objectives can cause prediction errors to accumulate over time.

Although generating candidates from the acoustic model yields good results, it

requires the use of large beam widths. This makes the inference procedure compu-

tationally slow and unsuitable for real-time applications (Sigtia et al., 2015a). We

propose using the hashed beam search algorithm proposed by Sigtia et al. (2015b).

Beam search is fundamentally limited when decoding long temporal sequences. This

is due to the fact that solutions that differ at only a few time-steps can saturate the

beam. This causes the algorithm to search a very limited space of possible solutions.

This issue can be solved by efficient pruning. The hashed beam search algorithm

improves efficiency by pruning solutions that are similar to solutions with a higher

likelihood. The metric that determines the similarity of sequences can be chosen in

a problem dependent manner and is encoded in the form of a locality sensitive hash

function (Sigtia et al., 2015b).
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Algorithm 1 High Dimensional Beam Search

Find the most likely sequence y given x with a beam width w and branching factor
K.
beam← new beam object
l← 0
s← {}
ml ← ml with yt := {}
ma ← ma with x := x0

beam.insert(l, s,ma,ml)
for t = 1 to T do

new beam← new beam object
for l, s,ma,ml in beam do

for k = 1 to K do
y′ = ma.next most probable candidates()
l′ = logPl(y

′|s)Pa(y′|xt)− logP (y′)
m′l ← ml with yt := y′

m′a ← ma with x := xt+1

new beam.insert(l + l′, {s, y′},ma,ml)
beam← new beam

return beam.pop()

Algorithm 1 describes the general beam-search algorithm. The beam object can

be a priority queue (Sigtia et al., 2015a) or a hash table (Algorithm 3). The entries

to the beam are tuples (l, s,ma,ml) containing the likelihood l of a subsequence s,

followed by the acoustic model ma and the language model ml. The beam search

comprises 2 for loops. The outer loop iterates through the input sequence, while

the inner loop at each iteration evaluates K (branching factor) candidate solutions

which are stored in the beam. It should be noted that according to the earlier

discussion, the acoustic model computations P (yt|xt) can be performed independently

outside both loops. However, the frame-level acoustic models can be replaced by

models that incorporate previous model predictions as inputs, for example the model

by Boulanger-Lewandowski et al. (2013a). The acoustic models have been included

within the for loop for cases where they might have to maintain a state. Another

reason for including the acoustic models in the for loop is that at each step, the

K most likely predictions are enumerated using the efficient dynamic programming
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algorithm described in Algorithm 2. Algorithm 2 which is O(K logK + N logN),

allows the use of large much larger beam widths with unbounded branching factors.

This fact is more clearly expressible in each iteration of the for loop in Algorithm 1.

Algorithm 2 Find Most Probable Candidates

Find the K most likely configurations of N independent Bernouilli random variables
with parameters 0 < pi < 1.
v0 ← {i : pi ≥ 1/2}
l0 ←

∑
i log(max(pi, 1− pi))

yield v0, l0
Li ← | log pi

1−pi |
sort L, store corresponding permutation R
q ← min-priority queue
q.insert(L0, {0})
while l, v ← q.pop() do

yield l0 − l, v0∆R[v]∗

i← max(v)
if i+i ¡ N then

q.insert(l + Li+1, v ∪ {i+ 1})
q.insert(l + Li+1 − Li, v ∪ {i+ 1})

∗A∆B = (A∪B)\(A∩B) and R[v] represents the R-permutation of indices in the
set v.

There are two key differences between Algorithm 1 and the algorithm by Sigtia

et al. (2015a). First, the beam object in Algorithm 1 is general and does not have to

be a priority queue. Secondly, for each entry in the beam we evaluate K candidate

solutions. This is in contrast to the algorithm in (Sigtia et al., 2015a), where the

algorithm maintains w solutions in the beam and at each iteration the locally most

optimal choice is added to the previous solution. It might appear that the hashed

beam search algorithm might be more expensive, since it evaluates w ∗K candidates

instead of w candidates. However, by efficiently pruning similar solutions, the al-

gorithm yields better results for much smaller values of w, resulting in a significant

increase in efficiency (Section 4.1.5.5, Figure 4.4).

Algorithm 3 describes the hash table beam object. The beam object is parame-

terised by the beam width w, the hash key generating function fh and the maximum
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Algorithm 3 Description of beam objects given w, fh, k

Initialise beam object
beam.hashQ = new defaultdict of priority queues∗

beam.queue = new indexed priority queue of length w∗∗

Insert l, s,ma,ml into beam
key= fh(s)
queue = beam.queue
hashQ = beam.hashQ[key]
fits in queue = not queue.full() or l ≥queue.min()
fits in hashQ = not hashQ.full() or l ≥hashQ.min()
if fits in queue and fits in hashQ then

hashQ.insert(l, s,ma,ml)
if hashQ.overfull() then

item = hashQ.del min()
queue.remove(item)

queue.insert(l, s,ma,ml)
if queue.overfull() then

item = queue.del min()
beam.hashQ[fh(item.s)].remove(item)

∗ A priority queue of length k maintains the top k entries at all times.
∗∗ An indexed priority queue allows efficient random access and deletion.

number of entries per key k. Given a subsequence s, the function fh computes the

key for the subsequence, fh(s). If the current solution s has a higher log-likelihood

compared to existing solutions in the beam, then the new entry s is added to the

beam. Each key in the table corresponds to a priority queue of maximum capacity k.

In addition to the hash table, the algorithm maintains a global priority queue in order

to efficiently retrieve and delete (in O(1)) the entry with the smallest log-likelihood

when necessary.

The hashed beam search algorithm offers several advantages compared to the

standard beam search algorithm. The notion of similarity of solutions can be encoded

in the form of hash functions. For music transcription, we choose the similarity

function to be equality of the last n frames in a sequence s. n = 1 corresponds to

a dynamic programming like decoding (similar to HMMs) where all sequences with

the same final state yt are considered to be equivalent, and the sequence with the
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highest log-likelihood is retained. n = len(sequence) corresponds to regular beam

search. Additionally, the hash beam search algorithm can maintain ≥ 1 solution per

hash key through a process called chaining (Cormen et al., 2001, Chapter 11).

4.1.5 Evaluation

In this section we describe how the performance of the proposed model is evaluated

for a polyphonic piano transcription task.

4.1.5.1 Dataset

We evaluate the proposed model on the MAPS dataset (Emiya et al., 2010). The

dataset consists of audio and corresponding annotations for isolated sounds, chords

and complete pieces of piano music. For our experiments, we use only the full musical

pieces for training and testing the neural network acoustic models and MLMs. The

dataset consists of 54 unique pieces of classical music, where each piece is played on

up to 9 variations of piano and recording conditions, resulting in 270 recordings in

total. 7 categories of audio are produced by software piano synthesisers, while 2 sets

of recordings are obtained from a Yamaha Disklavier upright piano.

We perform 2 sets of investigations in this study. The first set of experiments

investigates the effect of the RNN MLMs on the predictions of the acoustic models.

For this task, we divide the entire dataset into 4 disjoint train/test splits, to ensure

that the folds are music piece-independent. Specifically, for some of the musical pieces

in the dataset, audio for each piece is rendered using more than one piano. Therefore

while creating the splits, we ensure that the training and test data do not contain

any overlapping pieces2. For each split, we select 80% of the data for training (216

musical pieces) and the remaining for testing (54 pieces). From each training split,

we hold out 26 tracks as a validation set for selecting the hyper-parameters for the

2Details of splits available at: http://www.eecs.qmul.ac.uk/~sss31/TASLP/info.html
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training algorithm (Section 4.1.5.3). All the reported results are mean values of the

evaluation metrics over the 4 splits. From now on, this evaluation configuration will

be named as Configuration 1. Table 4.1 shows the distribution of training and test

data.

Although the above experimental setup is useful for investigating the effective-

ness of the RNN MLMs, the training set contains examples from piano models which

are used for testing. This is usually not the case in practice, where the instrument

models/sources at test time are unknown and usually do not coincide with the in-

struments used for training. The majority of experiments with the MAPS dataset

train and test models on disjoint instrument types (Benetos and Dixon, 2012; Berg-

Kirkpatrick et al., 2014; O’Hanlon and Plumbley, 2014). We thus perform a second

set of experiments to compare performance of the different neural network acoustic

models in a more practical setting. We train the acoustic models using the 210 tracks

created using synthesized pianos (180 tracks for training and 30 tracks for validation)

and we test the acoustic models on the 60 audio recordings obtained from Yamaha

Disklavier piano recordings (models ‘ENSTDkAm’ and ‘ENSTDkCl’ in the MAPS

database). In this experiment, we do not apply the language models since the train

and test sets contain overlapping musical pieces. In addition to the neural network

acoustic models, we include comparisons with two popular acoustic models (Vincent

et al., 2010; Benetos and Dixon, 2012) for both experiments. This instrument source-

independent evaluation configuration will be named from now on as Configuration

2.

According to convention, we use the first 30 seconds of each recording from the

test set (Vincent et al., 2010; Benetos and Dixon, 2012). The test audio is sampled

at a frame rate of 100 Hz yielding 100 ∗ 30 = 3000 frames per test file. For 54 test

files over 4 splits, we obtain a total of 648, 000 frames at test time for Configuration
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Number of Frames
Fold Train Validation Test

1 1 412 539 205 667 162 000
2 1 480 979 203 421 162 000
3 1 559 251 226 363 162 000
4 1 216 892 193 273 162 000

Table 4.1: Distribution of data over the train, valid and test splits for the MAPS
dataset for Configuration 1.

13.

4.1.5.2 Metrics

We use both frame and note based metrics to assess the performance of the proposed

system (Bay et al., 2009). Frame-based evaluations are made by comparing the

transcribed binary output and the MIDI ground truth frame-by-frame. For note-

based evaluation, the system returns a list of notes, along with the corresponding

pitches, onset and offset times. We use the F-measure, precision, recall and accuracy

for both frame and note based evaluation. Formally, the frame-based metrics are

defined as:

P =
T∑
t=1

TP[t]

TP[t] + FP[t]
,

R =
T∑
t=1

TP[t]

TP[t] + FN[t]
,

A =
T∑
t=1

TP[t]

TP[t] + FP[t] + FN[t]
,

F =
2 ∗ P ∗ R
P +R

,

where TP[t] is the number of true positives for the event at t, FP is the number of

3It should be noted that carrying out statistical significance tests on a track level is an over-
simplification in the context of multi-pitch detection, as argued in (Benetos, 2012).
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false positives and FN is the number of false negatives. The summation over t is

carried out over the entire test data. Similarly, analogous note-based metrics can be

defined (Bay et al., 2009). A note event is defined to be correct if its predicted pitch

is correct and its onset is within a ±50ms range of the ground truth onset.

4.1.5.3 Network Training

In this section we describe the details of the training procedure for the various acous-

tic model architectures and the RNN-NADE language model. All the acoustic and

language models have 88 units in the output layer, corresponding to the 88 output

pitches. The outputs of the final layer of all acoustic models are transformed by a

sigmoid function and yield independent pitch probabilities P (yt(i) = 1|x). The re-

sulting cost function used for training is the binary cross-entropy function, which is

used to iteratively estimate parameters that maximise the log-likelihood of the data

over the entire training set.

• DNN Acoustic Models: For DNN training, we constrain all the hidden lay-

ers of the model to have the same number of units to simplify searching for

good model architectures. We perform a grid search over the following param-

eters: number of layers L ∈ {1, 2, 3, 4}, number of hidden units per layer H ∈

{25, 50, 100, 125, 150, 200, 250}, hidden unit activations act ∈ {ReLU, sigmoid}

where ReLU is the rectified linear unit activation function (Glorot et al., 2011).

We found Dropout (Srivastava et al., 2014) to be essential for improving gen-

eralisation performance. A Dropout rate of 0.3 was used for the input layer

and all the hidden layers of the network. Rather than using learning rate and

momentum update schedules, we use ADADELTA (Zeiler, 2012) to adapt the

learning over iterations. In addition to Dropout, we use early stopping to deter-

mine when to stop training. Training was stopped if the cost over the validation

set did not decrease for 20 epochs. We used mini batches of size 100 for the
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SGD updates.

• RNN Acoustic Models: For RNN training, we constrain all the hidden layers

to have the same number of units. We perform a grid search over the following

parameters: L ∈ {1, 2, 3}, H ∈ {25, 50, 100, 150, 200, 250}. We fix the hidden

activations of the recurrent layers to be the hyperbolic tangent function. We

found that ADADELTA was not particularly well suited for training RNNs.

We use an initial learning rate of 0.001 and linearly decrease it to 0 over 1000

iterations. We use a constant momentum rate of 0.9. The training sequences are

further divided into sub-sequences of length 100. The SGD updates are made

one sub-sequence at a time, without any mini batching. Similar to the DNNs, we

use early stopping and stop training if validation cost does not decrease after 20

iterations. In order to prevent gradient explosion in the early stages of training,

we use gradient clipping (Bengio et al., 2013). We clipped the gradients when

the norm of the gradient was greater than 5.

• ConvNet Acoustic Models: The input to the ConvNet is a context window

of frames and the target is the central frame in the window. The frames at the

beginning and end of the audio are zero padded so that a context window can be

applied to each frame4. Although pooling can be performed along both axes, we

only perform pooling over the frequency axis. We performed a grid search over

the following parameters: window size ws ∈ {3, 5, 7, 9} number of convolutional

layers Lc ∈ {1, 2, 3, 4}, number of filters per layer nl ∈ {10, 25, 50, 75, 100},

number of fully connected layers Lfc ∈ {1, 2, 3}, number of hidden units in fully

connected layers H ∈ {200, 500, 1000}. The convolution activation functions

were fixed to be the hyperbolic tangent functions, while all the fully connected

4Note that typically the first and last frames in a sequence are padded by repeating either the
beginning or the end frames in the sequence. However since there are few very such frames during
training and evaluation, padding the context windows with zeros does not affect the results and we
choose to perform zero padding for convenience.
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Model Architecture
DNN L = 3, H = 125
RNN L = 2, H = 200

ConvNet ws = 7, Lc = 2, Lfc = 2, w1 = (5, 25), P1 = (1, 3)
w2 = (3, 5), P2 = (1, 3), n1 = n2 = 50, h1 = 1000, h2 = 200

RNN-NADE HRNN = 200, HNADE = 150

Table 4.2: Model configurations for the best performing architectures.

layer activations were set to the sigmoid function. The pooling size is fixed to

be P = (1, 3) for all convolutional layers. Dropout with rate 0.5 is applied to

all convolutional layers. We tried a large permutation of window shapes for

the convolutional layer and the following subset of window shapes yielded good

results: w ∈ {(3, 3), (3, 5), (5, 5), (3, 25), (5, 25), (3, 75), (5, 75)}. We observed

that classification performance deteriorated sharply for longer filters along the

frequency axis. 0.5 Dropout was applied to all the fully connected layers. The

model parameters were trained with SGD and a batch size of 256. An initial

learning rate of 0.01 was linearly decreased to 0 over 1000 iterations. A constant

momentum rate 0.9 was used for all the updates. We stopped training if the

validation error did not decrease after 20 iterations over the entire training set.

• RNN-NADE MLMs: The RNN-NADE models were trained with SGD and

with sequences of length 100. We performed a grid search over the following

parameters: number of recurrent units HRNN ∈ {50, 100, 150, 200, 250, 300} and

number of hidden units for the NADE HNADE ∈ {50, 100, 150, 200, 250, 300}.

The model was trained with an initial learning rate of 0.001 which was linearly

reduced to 0 over 1000 iterations. A constant momentum rate of 0.9 was applied

throughout training.

We selected the model architectures by performing a grid search over the con-

figurations described earlier in the section. The various models were trained on one

train/test split and the best performing architecture was then used for all 4 splits in
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our experiments (Table 4.2).

4.1.5.4 Comparative Approaches

For comparative purposes, two state-of-the-art polyphonic music transcription meth-

ods were used for experiments (Vincent et al., 2010; Benetos and Dixon, 2012). In

both cases, the non-binary pitch activation output of the aforementioned methods was

extracted, for performing an in-depth comparison with the proposed neural network

models.

The multi-pitch detection method by Vincent et al. (2010) is based on non-negative

matrix factorisation (NMF) and operates by decomposing an input time-frequency

representation as a series of basis spectra (representing pitches) and component activa-

tions (indicating pitch activity across time). This method models each basis spectrum

as a weighted sum of narrowband spectra representing a few adjacent harmonic par-

tials, enforcing harmonicity and spectral smoothness. As input time-frequency rep-

resentation, an Equivalent Rectangular Bandwidth (ERB) filterbank is used. Since

the method relies on a dictionary of (hand-crafted) narrowband harmonic spectra,

system parameters remain the same for the two evaluation configurations.

The multiple-instrument transcription method by Benetos and Dixon (2012) is

based on shift-invariant PLCA (a convolutive and probabilistic counterpart of NMF).

In this model, the input time-frequency representation is decomposed into a series of

basis spectra per pitch and instrument source which are shifted across log-frequency,

thus supporting tuning changes and frequency modulations. Outputs include the

pitch activation distribution and the instrument source contribution per pitch. Con-

trary to the parametric model of Vincent et al. (2010), the basis spectra are pre-

extracted from isolated musical instrument sounds. As in the proposed method, the

input time-frequency representation of Benetos and Dixon (2012) is the CQT. For the

investigations with MLMs (Configuration 1), the PLCA models are trained on iso-

94



lated sound examples from all 9 piano models from the MAPS database (in order for

the experiments to be comparable with the proposed method). For the second set of

experiments which investigate the generalisation capabilities of the models (Configu-

ration 2), the PLCA acoustic model is trained on isolated sounds from the synthesised

pianos and tested on recordings created using the Yamaha Disklavier piano.

4.1.5.5 Results

In this section we present results from the experiments on the MAPS dataset. As

mentioned before, all results for Configuration 1 are the mean values of various metrics

computed over the 4 different train/test splits. On the other hand, Configuration 2

has only 1 train/test partition. The acoustic models yield a sequence of probabilities

for the individual pitches being active (posteriograms). The post-processing methods

are used to transform the posteriograms to a binary piano-roll representation. The

various performance metrics (both frame and note based) are then computed by

comparing the outputs of the systems to the ground truth.

We consider 3 kinds of post-processing methods. The simplest post-processing

method is to apply a threshold to the output pitch activities obtained from the

acoustic model. We select the threshold that maximises the F-measure over the entire

training set and use this threshold for testing. Pitch activities that are greater than

the threshold are set to 1, while the remaining pitch activities are set to 0. The second

post-processing method considered uses individual pitch HMMs for post-processing

similar to Poliner and Ellis (2007). The HMM parameters (transition probabilities,

pitch marginals) are obtained by counting the frequency of each event over the MIDI

ground truth data. The binary pitch activities are obtained using Viterbi decoding

(Rabiner, 1989), where the scaled likelihoods are used as emission probabilities. Fi-

nally, we combine the acoustic model predictions with the RNN-NADE MLMs and

obtain binary transcriptions using beam search.
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For all the results presented in this section, the table entry Benetos represents

the PLCA acoustic model by Benetos and Dixon (2012) while the entry Vincent rep-

resents the NMF based acoustic model by Vincent et al. (2010). In Table 4.3, we

present F-scores (both frame and note based) for all the acoustic models and the 3

post-processing methods using Configuration 1. From the table, we note that all the

neural network models outperform the PLCA and NMF models in terms of frame-

based F-measure by 3%− 9%. The DNN and RNN acoustic model performances are

similar, while the ConvNet acoustic model clearly outperforms all the other models.

The ConvNets yield an absolute improvement of ∼ 5% over the other neural net-

work models, while outperforming the spectrogram factorisation models by ∼ 10% in

frame-wise F-measure. For the note-based F-measure, the RNN and ConvNet models

perform better than the DNN acoustic model. This is largely due to the fact that

these models include context information in their inputs, which implicitly smooths

the output predictions. With regards to the ConvNet acoustic models, from Table

4.2 we note that the filters for the ConvNets are relatively long. This is in contrast

to filter shapes used for processing images, which are typically small square filters for

e.g. 3× 3 or 5× 5 (Lin et al., 2013; Szegedy et al., 2015). As mentioned before (Sec-

tion 2.1.1), this is due to the fact individual pitches are composed of a fundamental

frequency and a series of harmonics or overtones. Therefore, pitches aren’t localised

within a narrow region along the frequency axis and consequently we we observe that

longer filters yield better performance compared to small square filters.

From Rows 1 and 2 of Table 4.3 we observe that the RNN-NADE MLM yields

a performance increase for the PLCA and NMF acoustic models, though the im-

provement is small, ∼ 1% F-measure. This might be due to the fact that unlike

the neural network models, these models are not trained to maximise the conditional

probability of output pitches given the acoustic inputs. Another contributing factor

is the fact that the PLCA and NMF posteriograms represent the energy distribution
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Post Processing Thresholding HMM Hybrid Architecture
Acoustic Model Frame (%) Note (%) Frame (%) Note (%) Frame (%) Note(%)

Benetos 64.20 65.22 64.84 66.05 65.10 66.48
Vincent 58.95 68.50 60.37 68.87 59.78 69.00

DNN 67.54 60.02 68.32 62.26 67.92 63.18
RNN 68.38 63.84 68.09 64.50 69.25 65.24

ConvNet 73.57 65.35 73.75 66.20 74.45 67.05

Table 4.3: F-measures for multiple pitch detection on the MAPS dataset, using eval-
uation configuration 1.

P R A
Acoustic Model Frame (%) Note (%) Frame (%) Note (%) Frame (%) Note (%)

Benetos 59.54 73.51 69.51 60.67 48.47 49.03
Vincent 52.71 79.93 69.04 60.69 43.04 52.92

DNN 65.66 62.62 70.34 63.75 51.76 45.33
RNN 67.89 64.64 70.66 65.85 54.38 48.18

ConvNet 72.45 67.75 76.56 66.36 58.87 50.07

Table 4.4: Precision, Recall and Accuracy for multiple pitch detection on the MAPS
dataset using the hybrid architecture (w = 10, K = 4, k = 2, fh(y

t
0) = yt), using

evaluation configuration 1.

over pitches rather than explicit pitch probabilities, which results in many activa-

tions being greater than 1. This discrepancy in the scale of the acoustic and language

predictions leads to an unequal weighting of predictions when used in the hybrid

RNN framework. In Table 4.3 we observe that the acoustic model by Vincent et al.

(2010) outperforms all other acoustic models on the note-based F-measure, while the

frame based F-measure is significantly lower. This can be attributed to the use of

an ERB filter-bank input representation, which offers improved temporal resolution

over the CQT for lower frequencies. Recall that the reported note onset time must lie

within the ±50ms window around the ground truth onset for it to be a correct match

(Section 4.1.5.2). Consequently the neural network acoustic models (especially the

ConvNets) are able to achieve high frame-based scores, while the note-based scores

are lower due to the temporal resolution of the input representation.
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Acoustic Model Benetos Vincent DNN RNN ConvNet
F-measure (Frame) (%) 59.31 59.60 59.91 57.67 64.14
F-measure (Note) (%) 54.29 59.12 49.43 49.20 54.89

Table 4.5: F-measures for acoustic models trained on synthesised pianos and tested
on real recordings (evaluation configuration 2).

In Table 4.4, we present additional metrics (precision, recall and accuracy) for

the all the acoustic models after decoding with an RNN-MLM, using Configuration

1. We observe that the NMF and PLCA models have low frame-based precision

and high recall and the converse is true for the note-based metrics. For the neural

network models, we observe smaller differences between the precision and recall values

in both frame-based and note-based cases. Amongst all the neural network models,

we observe that the ConvNet outperforms all the other models on all the metrics.

In Table 4.5, we present F-measures for experiments where the acoustic mod-

els are trained on synthesised data and tested on real data (Configuration 2). We

compare the pitch activation probabilities against learnt thresholds to make a binary

classification decision. From the table we note that frame based F-measure for the

DNN and RNN models is similar to the PLCA model and the model by Vincent et al.

(2010). We note that the ConvNet outperforms all other models on the frame-based

F-measure by ∼ 5%. On the note based evaluations, we observe that both RNN and

DNN are outperformed by all the other models. The ConvNet performance is similar

to the PLCA model, while the acoustic model from Vincent et al. (2010) again has

best performance on the note based metrics. We note that the performance of all

models ∼ 10% worse than for Configuration 1.

We now discuss details of the inference algorithm. The high dimensional hashed

beam search algorithm has the following parameters: the beam width w, the branch-

ing factor K, number of entries per hash table entry k and the similarity metric fh

(Algorithm 2). We observed that a value of K ≥ 4 produced good results. Larger
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Figure 4.4: Effect of beam width (w) on F-measure. k = 2, K = 4, fh = yt

values of K do not yield a significant performance increase and result in much longer

run times, therefore we set K = 4 for all experiments. We observed that small values

of k (number of solutions per hash table entry), 1 ≤ k ≤ 4 produced good results. De-

coding accuracies deteriorate sharply for large values of k, as observed by Sigtia et al.

(2015b). Therefore, we set the number of entries per hash key k = 2 for all experi-

ments. We let the similarity metric be the last n emitted symbols, fh(y
t
0) = ytt−n+1.

We experimented with varying the values of n and observed that we were able to

achieve good performance for small n, 1 ≤ n ≤ 5. We did not observe any per-

formance improvement for large n, therefore for all experiments we fix fh(y
t
0) = yt.

Figure 4.4 is a plot showing the effect of beam width w on transcription performance.

The results are average values of decoding accuracies over 4 splits. We compare per-

formance of the hashed beam search with the high dimensional beam search by Sigtia

et al. (2015a). From Figure 4.4 we observe that the hashed beam search algorithm

is able to achieve performance improvement with significantly smaller beam-widths.

For instance, the high dimensional beam search algorithm takes 20 hours to decode

the entire test set with w = 100, while the hashed beam search takes 22 minutes with

w = 10 and achieves better decoding accuracy.

Figure 4.5 is a graphical representation of the outputs of a ConvNet acoustic
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(a) ConvNet Posteriogram

(b) ConvNet Transcription

(c) Ground Truth

Figure 4.5: (a) Pitch-activation (posteriogram) matrix for the first 30 seconds of
track MAPS MUS-chpn op27 2 AkPnStgb produced by a ConvNet acoustic model.
(b) Binary piano-roll transcription obtained from posteriogram in a) after post pro-
cessing with RNN MLM and beam search. (c) Corresponding ground truth piano roll
representation.
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model. We observe that some of the longer notes are fragmented and the offsets

are estimated incorrectly. One reason for this is that the ground truth offsets don’t

necessarily correspond to the offset in the acoustic signal (due to effects of the sustain

pedal and reverberations), implying noisy offsets in the ground truth. We also observe

that the model does not make many harmonic errors in its predictions.

4.1.6 Discussion

In this set of experiments, we present a hybrid RNN model for AMT of polyphonic

piano music. The model comprises a neural network acoustic model and an RNN

based music language model. In addition to the DNN and RNN models we design a

ConvNet architecture for AMT, which to the best of the author’s knowledge has not

been attempted before. Our experiments on the MAPS dataset demonstrate that the

neural network acoustic models consistently outperform 2 popular acoustic models

from the AMT literature on frame-based metrics, with the ConvNets clearly outper-

forming all other models. The neural network acoustic models are able to achieve

better accuracy when applied directly to the input time-frequency representation of

the audio, without the need for any feature engineering. Additionally, the neural

network acoustic models have general processing architectures, unlike the models by

Benetos and Dixon (2012) and Vincent et al. (2010), which are designed specifically

for AMT and harmonic sounds. We note that the results also demonstrate the ability

of the neural network acoustic models to generalise to new piano types. Although all

acoustic models perform worse by ∼ 10% F-measure, the ConvNets again outperform

all other models. We also observe that the RNN MLMs improve performance on all

evaluation metrics. The proposed inference algorithm with the hash beam search is

able to yield good decoding accuracies with significantly shorter run times, making

the model suitable for real-time applications.

We now discuss some of the limitations of the proposed model and identify direc-
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tions for future work to improve the system. As discussed earlier, one of the main

contributing factors to the success of deep neural networks has been the availability

of very large datasets. However datasets available for AMT research are consider-

ably smaller than datasets available in speech, computer vision and natural language

processing (NLP). Therefore the applicability of deep neural networks for acoustic

modelling is limited to datasets with large amounts of labelled data, which is not

common in AMT (at least in non-piano music). Although the neural network acous-

tic models perform competitively, their performance could be further improved in

many ways. Noise or deformations can be added to training examples to encourage

the classifiers to be invariant to commonly encountered input transformations. Ad-

ditionally, the CQT input representation can be replaced by a representation with

higher temporal resolution (like the ERB or a variable-Q transform (Schörkhuber

et al., 2014)), to improve performance on note based metrics.

Although we observe that the performance improvement due to MLMs is small,

the abundance of musical score data and recent progress in NLP tasks with neural

networks provide strong motivation for further investigations into MLMs for AMT.

There are several limitations and open questions that remain. The MLMs are trained

on binary vectors sampled from the MIDI ground truth. Depending on the sampling

rate, most note events are repeated many times in this representation. The MLMs

are trained to predict the next frame of notes, given an input sequence of binary note

combinations. In cases where the same notes are repeated many times, log-likelihood

can be trivially maximised by repeating previous inputs. This causes the MLM to

perform a smoothing operation, rather than imposing any kind of musical structure

on the outputs. A potential solution would be to perform beat-aligned language

modelling for the training and the test data, rather than sampling the MIDI at some

arbitrary sampling rate. Additionally, RNNs can be extended to include duration

models for each of their pitch outputs, similar to second order HMMs. However,
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this is a challenging problem and currently remains unexplored. It would also be

interesting to encourage RNNs to learn long-term repeating patterns by interfacing

RNN controllers with external memory units (Grefenstette et al., 2015) and also to

incorporate a notion of timing or metre in the input representation for the MLMs.

The effect of tonality on the performance of the MLMs should be further investi-

gated. The MLMs should ideally be invariant to transpositions of a musical piece to

different pitches. The MIDI ground truth can be transposed to any tonality. MLMs

can be trained on inputs with transposed tonalities or individual MLMs for each key

can be trained. Additionally, the fully connected input layer of the RNN MLM can

be substituted with a convolutive layer, with convolutions along the pitch axis to

encourage the network to be invariant to pitch transpositions.

Another limitation of the proposed hybrid model is that the conditional probabil-

ity in Equation 4.5 is derived by assuming that the predictions at time t are only a

function of the input at t and independent of all other inputs and outputs. The vi-

olation of this assumption leads to certain factors being counted twice and therefore

reduces the impact of the MLMs. The results clearly demonstrate that improve-

ments with the MLM are maximum when the acoustic model is frame-based. The

improvements are comparatively lower when combined with predictions from an RNN

or ConvNet acoustic model. This is problematic since the ConvNet acoustic models

yield the best performance.

Despite some of these limitations, the proposed model is able to outperform 2

state-of-the-art models on frame-based metrics and the results provide strong moti-

vation for future research in both acoustic and music language modelling with neural

networks.
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4.2 Multi-Instrument Polyphonic Transcription

In the previous section, we presented a neural network based model for piano music

transcription. The results demonstrate that the supervised neural network acoustic

models outperform 2 state-of-the-art acoustic models from the literature. We also

observed that the MLMs improve transcription results. In this section, we further

investigate the effectiveness of MLMs for transcription. As previously mentioned,

neural network acoustic models are not feasible for most instrument types due to

scarcity of labelled training data. A lot of AMT research is therefore dedicated to

developing unsupervised or NMF-based acoustic models (Vincent et al., 2010; Benetos

and Dixon, 2012; Berg-Kirkpatrick et al., 2014). MLMs on the other hand can be

trained on musical scores, without any need for labelling. In this section we present

experiments that investigate the effectiveness of MLMs in a more realistic scenario,

where the train and test data comprises more than one instrument and the acoustic

model is a PLCA based model trained on multiple instruments. First, we present an

alternative method for combining the predictions of a PLCA acoustic model (Benetos

and Dixon, 2012) and an RNN MLM. We then investigate the performance of the

proposed model on a dataset of multi-instrument polyphonic recordings.

4.2.1 Acoustic Model

For combining acoustic and music language information in an AMT context, we em-

ploy the model by Benetos and Dixon (2012), which supports the transcription of

multiple-instrument polyphonic music and also supports pitch deviations and fre-

quency modulations. The model is based on PLCA, which is a latent variable analysis

method which has been used for decomposing spectrograms. For computational effi-

ciency, we employ the fast implementation from Benetos et al. (2013), which utilises

pre-extracted note templates that are also pre-shifted across log-frequency, in order
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to account for frequency modulations or tuning changes. In addition, as was shown

by Smaragdis and Mysore (2009), PLCA-based models can utilise priors for estimat-

ing unknown model parameters, which we use for incorporating information from the

MLM into the acoustic model predictions.

The transcription model takes as input a normalised log-frequency spectrogram

xt = {x0,t, . . . , xω,t, . . . , xN−1,t} (where ω is the log-frequency index, t is the time in-

dex and N is the dimensionality of xt) and approximates it as a bivariate probability

distribution P (ω, t). P (ω, t) is decomposed into a series of log-frequency spectral

templates per pitch, instrument, and log- frequency shifting (which indicates devia-

tion with respect to the ideal tuning), as well as probability distributions for pitch,

instrument, and tuning.

The model is formulated as:

P (ω, t) = P (t)
∑
y,f,s

P (ω|s, y, f)Pt(f |y)Pt(s|y)Pt(y), (4.9)

where y denotes pitch, s denotes the musical instrument source, and f denotes log-

frequency shifting. P (t) is the energy of the log-spectrogram, which is a known

quantity. P (ω|s, y, f) denotes pre-extracted log-spectral templates per pitch y and

instrument s, which are also pre-shifted across log-frequency. The pre-shifting oper-

ation is made in order to account for pitch deviations, without needing to formulate

a convolutive model across log-frequency. Pt(f |y) is the time-varying log-frequency

shifting distribution per pitch, Pt(s|y) is the time-varying source contribution per

pitch, and finally, Pt(y) is the pitch activation, which essentially is the resulting mu-

sic transcription. As a time-frequency representation in the log-frequency domain we

use the constant-Q transform (CQT) with a log-spectral resolution of 60 bins/octave

(Schörkhuber and Klapuri, 2010).

The unknown model parameters (Pt(f |y), Pt(s|y), and Pt(y)) can be iteratively es-
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timated using the expectation-maximisation (EM) algorithm (Dempster et al., 1977).

For the Expectation step, the following posterior is computed:

Pt(s, y, f |ω) =
P (ω|s, y, f)Pt(f |y)Pt(s|y)Pt(y)∑
y,f,s P (ω|s, y, f)Pt(f |y)Pt(s|y)Pt(y)

. (4.10)

For the Maximization step (without using any priors) unknown model parameters

are updated using the posterior computed from the Expectation step:

Pt(f |y) ∝
∑
ω,s

Pt(y, f, s|ω)xω,t, (4.11)

Pt(s|y) ∝
∑
ω,f

Pt(y, f, s|ω)xω,t, (4.12)

Pt(y) ∝
∑
ω,f,s

Pt(y, f, s|ω)xω,t. (4.13)

We consider the sound state templates to be fixed, so no update rule for P (ω|s, y, f)

is applied. Using fixed templates, 20-30 iterations using these update rules are suffi-

cient for convergence. The output of the system is a pitch activation which is scaled

by the energy of the log-spectrogram:

PPLCA(y, t) = P (t)Pt(y). (4.14)

After performing 5-sample median filtering for note smoothing, thresholding is per-

formed on PPLCA(y, t) followed by minimum note duration pruning set to 40ms in

order to convert PPLCA(y, t) into a binary piano-roll representation, which is the

output of the transcription system, and is also used for evaluation purposes.
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4.2.2 Music Language Models

We use the RNN-NADE and the generative RNN architecture as MLMs (Section

4.1.3). We choose to include the generative RNN in comparisons for the following

reason. In this study, the number of examples used to train the MLMs is much larger

than the experiments with piano music transcription (Section 4.2.4.1). It has been

previously shown that RNNs trained with HF optimisation and large mini-batches

of sequences perform well on a music prediction task (Martens, 2010; Martens and

Sutskever, 2011). In preliminary experiments, we observed that RNNs trained with

HF optimisation performed comparatively to RNN-NADEs trained with HF (Table

4.6).

4.2.3 Proposed Model

In this section, we describe the proposed method for combining the PLCA acoustic

model with the music language model. Before the proposed system is described, it

must be noted that the PLCA acoustic model and the RNN MLM are trained inde-

pendently with the EM algorithm and gradient descent, respectively. The proposed

model provides a means to combine the predictions from 2 independent models which

are optimised for different objectives, using different datasets.

Firstly, the input music signal is transcribed using the process described in Sec-

tion 4.2.1. The resulting piano-roll representation of the transcription is considered

to be a sequence yT0 = {y0, y1, y2, . . . , yT} that is placed as input to the MLMs (Figure

4.2). For the RNN-NADE, we compute the conditional pitch probabilities Pt(yi|y<i)

(Equation 3.37) for all time frames t and pitch indices i, and use that as prior infor-

mation for the combined model, with the prior information denoted as PMLM (y, t),

where PMLM (y = i, t) = Pt(yi|y<i). For the RNN, the prediction output is directly

denoted as PMLM (y, t), since pitch probabilities are independent.

As suggested by Smaragdis and Mysore (2009), PLCA-based models use multino-
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Figure 4.6: Proposed system diagram.

mial distributions; since the Dirichlet distribution is conjugate to the multinomial, a

Dirichlet prior can be used to enforce structure on the pitch activation distribution

Pt(y) obtained from the acoustic model. Following the procedure of Smaragdis and

Mysore (2009), we define the Dirichlet hyperparameter for the pitch activation as:

αt(y) ∝ PPLCA(y, t)PMLM (y, t) (4.15)

where αt(y) essentially is a pitch activation probability which is filtered through a

pitch indicator function computed from the symbolic prediction step (the denominator

is simply for normalisation purposes and is ignored).

The recording is then re-transcribed, using as additional information the prior

computed from the transcription step. The modified update for the pitch activation

which replaces (4.13) is given by:

Pt(y) ∝
∑
ω,f,s

Pt(y, f, s|ω)xω,t + καt(y) (4.16)

where κ is a weight parameter expressing how much the prior should be imposed; as

shown by Smaragdis and Mysore (2009), the weight decreases from 1 to 0 throughout

the iterations. To summarise, the initial transcription creates a symbolic predic-

tion, which in turn improves the subsequent re-transcription of the music signal. An
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overview of the complete transcription-prediction system architecture can be seen in

Figure 4.6.

4.2.4 Evaluation

4.2.4.1 Dataset

For testing the transcription system, we employ the Bach10 dataset (Duan et al.,

2010a), which is a freely available multi-track collection of multiple-instrument poly-

phonic music. It consists of ten recordings of J.S. Bach chorales, performed by violin,

clarinet, saxophone, and bassoon. Pitch ground truth for each instrument is also pro-

vided. Due to the tonal and homogeneous content of the dataset (single composer,

single music language), it is suitable for testing the incorporation of music language

models in a multiple-instrument transcription system. For training the transcription

system, pre-extracted and pre-shifted spectral templates are extracted for the instru-

ments present in the dataset, using isolated note samples from the RWC database

(Goto et al., 2003).

For training the MLMs we use the Nottingham dataset5, a collection of 1200

folk music pieces in symbolic ABC format, which contain simple chord combinations

and tunes. We trained the RNN and the RNN-NADE models using both Stochastic

Gradient Descent (SGD) and HF to compare performance. The inputs to both the

models are sequences of length 200 where each frame of the sequence is a binary

vector of length 88 which covers the full piano note range. As before, both the RNN

and the RNN-NADE are trained to maximise the likelihood of the next vector given

a sequence of input vectors (Section 4.1.3).

5ifdo.ca/~seymour/nottingham/nottingham.html
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Model P
RNN (SGD) 67.89%
RNN (HF) 69.61%
RNN-NADE (SGD) 68.89%
RNN-NADE (HF) 70.61%

Table 4.6: Validation results for MLMs

4.2.4.2 Metrics

We use note based precision (P), recall (R) and F-measure (F) to evaluate the

performance of the system (Section 4.1.5.2). As in the public evaluations on multi-

pitch detection carried out through the MIREX framework (MIR), a detected note is

considered correct if its pitch is the same as the ground truth pitch and its onset is

within a 50ms tolerance interval of the ground-truth onset.

4.2.4.3 Results

To validate the performance of the MLMs, we calculate the prediction precision on

unseen sequences of music from the Nottingham dataset of folk melodies. We utilise

the same training/validation/test split as Boulanger-Lewandowski et al. (2012)6 in

order to compare results. For both the RNN and RNN-NADE models we sample 10

vectors from the conditional distribution at each time-step and calculate the expected

precision against the ground truth. The reported precision is found by finding the

mean over the predictions over all frames. Table 4.6 shows the results of the validation

experiments. These results are of the same order as the prediction accuracies reported

by Boulanger-Lewandowski et al. (2012). We found that for both the models, HF

optimization gave better precision than SGD. The RNN models had a hidden layer

of size 150, while the RNN-NADE models had a recurrent hidden layer of size 100

and the NADE hidden layer comprised 150 units.

Multi-pitch detection experiments are performed using the proposed system, with

6http://www-etud.iro.umontreal.ca/~boulanni/icml2012
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Configuration F (%) Pre(%) Rec(%)
Configuration 1 62.02 58.51 66.12
Configuration 2 - RNN-NADE (SGD) 62.62 59.70 65.92
Configuration 3 - RNN-NADE (SGD) 64.08 61.96 66.44
Configuration 2 - RNN (SGD) 62.29 59.08 65.98
Configuration 3 - RNN (SGD) 63.85 61.14 66.90
Configuration 2 - RNN-NADE (HF) 62.20 59.14 65.68
Configuration 3 - RNN-NADE (HF) 65.16 62.80 67.78
Configuration 2 - RNN (HF) 62.44 59.28 66.07
Configuration 3 - RNN (HF) 62.87 60.03 66.11

Table 4.7: Note-based transcription results using various system configurations.

various configurations. A first configuration only considers the PLCA transcription

system from Section 4.2.1. A second configuration takes the output of the transcrip-

tion system and gives it as input to the prediction system of Section 4.2.3, where the

final piano-roll is the output of the prediction step. A third configuration (presented

in Section 4.2.3), re-transcribes the recording, having the prediction as a prior infor-

mation for estimating the pitch activations. For the prediction system, experiments

were performed using both the RNN-NADE and the RNN.

Note-based results using the various system configurations are displayed in Table

4.7. It can be seen that the best performance is achieved by the 3rd configura-

tion when using the NADE-HF model for prediction, which surpasses the acoustic-

only transcription system by more than 3%. In general, it can be seen that using

the prediction system as a post-processing step (2nd configuration) always leads to

an improvement over the acoustic-only model (1st configuration). A similar trend

can be observed when integrating the prediction information as a prior in the tran-

scription system (configuration 3) compared to just using the prediction system as

post-processing (configuration 2); an improvement is always reported. Another ob-

servation can be made when comparing the RNN-NADE with the RNN, with the

former providing a clear improvement.

Qualitatively, the MLMs are able to improve transcription performance by pro-
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viding a rough estimate of which pitches are expected to appear in the recording

(and which pitches are not expected to appear). The language models were trained

using simple chord sequences (from the Nottingham dataset) that are representative

of simple tonal music and are applicable as language models to the more complex

Bach chorales.

As an example of the proposed system’s performance, the spectrogram and raw

output of the transcription-prediction system using the 3rd configuration is displayed

for a recording from the Bach10 dataset in Figure 4.7, whereas the post-processed

transcription output along with the ground truth for the same recording is shown in

Figure 4.8.

For frame-based evaluation, the NADE-HF using Configuration 3 yields 74.3%

F-measure. The method by Duan et al. (2010a) (where the Bach10 dataset was

first introduced) yields 69.7% F-measure (with unknown polyphony). Therefore we

observe an improvement ∼ 4% when compared to existing methods on frame-based

F-measure.

4.2.5 Discussion

In this set of experiments, we evaluate a system for automatic music transcription

which incorporates prior information from a polyphonic music prediction model based

on recurrent neural networks. The acoustic transcription model is based on proba-

bilistic latent component analysis and the predictions from the MLM are incorporated

in the PLCA acoustic model using Dirichlet priors. Experimental results using the

multiple-instrument Bach10 dataset show that there is a clear improvement (3% in

terms of note-based F-measure) due to the RNN MLM. These results also demon-

strate that the MLM can be trained on symbolic music data from a different source

as the acoustic data and still improve transcription performance, thus eliminating the

need to acquire collections of symbolic and corresponding acoustic data (which are
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Figure 4.7: (a) The spectrogram xω,t for recording “Ach Lieben Christen” from the
Bach10 dataset. (b) The pitch activation P (y, t) using the transcription-prediction
system using the 3rd configuration, with the NADE-HF.

scarce).

In the current system, the language models are trained on only one dataset. In

the future, we would like to evaluate the proposed system using language models

trained from multiple different sources to see if this helps the MLMs generalise better.

The MLMs presented here have exactly the same structure as the MLMs used for

piano music transcription and consequently the shortcomings discussed in Section

4.1.6 also apply here. The MLMs are trained by sampling the MIDI scores at some

frame-rate and the model does not have any explicit information about timing. As

argued before, a potential solution is to append timing information (like position in

the bar) to the piano-roll representation of the score. Another possible solution is

to use a transcription system to obtain the sequence of notes in the piece without
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Figure 4.8: Transcription example for recording “Ach Lieben Christen” from the
Bach10 dataset. (a) The post-processed output of the transcription-predicton system
using the 3rd configuration, with the NADE-HF. (b) The pitch ground truth of the
recording.

any alignment, for example with a method like connectionist temporal classification

(CTC) (Graves et al., 2006). This is analogous to the problem of speech recognition

where the output is a sequence of words or phonemes. The system can then be used

to infer the alignments of labels with input frames. This can be further combined

with a separate onset detection system to accurately estimate the note-onsets.

4.3 Conclusions

In this chapter, we presented results from 2 sets of experiments with polyphonic AMT.

The experiments with piano music transcription demonstrate that neural network
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acoustic models can outperform existing state-of-the-art AMT systems on frame-

based metrics, given sufficient training data. The neural network acoustic models can

be directly applied to classify the input time-frequency representation, eliminating the

need for problem specific feature extraction. The experiments also demonstrate that

music language models can help improve transcription performance. We investigate

how the acoustic models and MLMs can be combined and discuss ways to improve the

performance of MLMs for AMT tasks. Furthermore, we present a general modification

to the beam search algorithm, which helps reduce decoding times by an order of

magnitude. The proposed beam search algorithm is general and can be applied to

other sequential search problems.

We further investigate MLMs by using them for multi-instrument transcription.

The proposed method using Dirichlet priors helps improve F-measure by 3%, a clear

improvement over previous results. These results show that MLMs and acoustic mod-

els can be trained on disjoint datasets and the MLMs can still improve transcription

similar to language models in speech. This is a useful result, since training labelled

training data for AMT is scarce and MLMs can be trained on musical scores and

MIDI music obtained from the internet.

In the next chapter, we apply the ideas developed here to the problem of automatic

chord transcription.
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Chapter 5

Automatic Chord Transcription

In the previous chapter we proposed a neural network based model for AMT. In this

chapter, we extend the ideas developed in Chapter 4 for automatic chord transcrip-

tion. We investigate 2 aspects of ACT: the audio signal analysis and the temporal

modelling of chord sequences. In addition to directly classifying the input time-

frequency representation, we also present results of experiments with feature learning.

This chapter is organised as follows: we first present the details of the proposed model

and the inference algorithm. The next section contains details of the preprocessing,

followed by a preliminary investigation of model performance. Finally, we present

results with the experiments on feature learning and the inference algorithm.

5.1 Proposed Model

In this section we describe the proposed neural network model for ACT. We use the

hybrid RNN architecture (Section 4.1.4.1) for transcribing chords. The model com-

prises an acoustic model and a chord language model. The motivations for using the

hybrid model are twofold. Firstly, we use neural network acoustic models to estimate

the probabilities of chords given input feature frames. Using neural network models

allows us to jointly learn the acoustic features and the classifier from data. Neu-
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ral acoustic models also allow us to experiment with different architectures (DNNs,

RNNs, ConvNets). Secondly, the RNN chord language model learns the temporal

structure in sequences of chord labels. RNNs generalise the first-order assumption

made by HMMs and dynamic Bayesian networks and can in theory learn more general

distributions over sequences of chord labels (Section 4.1.4.1).

5.1.1 Acoustic Model

In this section we describe the neural network acoustic models used in the proposed

ACT system. The neural networks are used to obtain a posterior distribution P (yt|xt)

over the chord labels yt given an acoustic observation xt at some time t. Unlike AMT,

only one chord label can be assigned to each observation and therefore the output

distribution is a multinomial distribution over chord labels. The activations of the

final layer are therefore passed through a softmax function (Section 3.3.2) as compared

to a sigmoid function in Chapter 4.

5.1.1.1 Input Representation

We use the CQT as input representation for the acoustic models (Figure 5.1). The

CQT has the advantage that it yields a lower dimensional representation compared to

the STFT. It also yields a representation that is linear in pitch. This is a useful prop-

erty that can be exploited by ConvNets to learn classifiers that are invariant to octave

transpositions in pitch. We experimented with various configurations and finally de-

termined that a CQT representation calculated over 7 octaves with 24 bins per octave

yielded the best acoustic model performance. The 168-dimensional representation is

further processed by subtracting the mean and normalising by the standard deviation

calculated over the training set, for each dimension independently.
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Figure 5.1: CQT representation of a C-major chord played on a piano.

5.1.1.2 Neural Network Architectures

We experiment with 3 different neural network architectures for acoustic modelling:

• DNNs: Feed-forward acoustic models act on individual frames of input features

to yield a multinomial distribution over output chord labels. Given a frame xt

at any time t, the DNNs yield an output distribution P (yt|xt).

• RNNs: We use RNN acoustic models as an alternative to DNN acoustic mod-

els. RNN acoustic models have the property that they can incorporate long-

term dependencies while making predictions, due to the recursive hidden state

(Equation 3.5). Since the size of the dataset available for training the acoustic

models for ACT is much larger than previous experiments with AMT (Sec-

tion 5.2.1), we experiment with RNNs with LSTM units for acoustic modelling

(Section 3.3.3.3). In preliminary experiments, we observed that LSTM RNNs

yielded better generalisation performance than RNNs with standard hidden

units (Section 3.2.3). Given an input sequence xt0, at any time t the RNN yields

a distribution P (yt|xt0).
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• ConvNets: We use ConvNet acoustic models to classify 2-dimensional win-

dows over the time-frequency representation. ConvNets have desirable proper-

ties for acoustic modelling like weight sharing and translation invariance over

one or both axes depending on the architecture (Section 3.2.2). Given a 2-

dimensional input xt+k+1
t−k , ConvNets yield a posterior distribution P (yt|xt+k+1

t−k )

over the chord labels.

All the acoustic models are trained with gradient descent to jointly optimise the

features and the chord classifier.

5.1.1.3 Feature Learning

In addition to classifying the time-frequency input representation with neural net-

works, we also experiment with feature learning as an additional step in the acoustic

modelling pipeline. Neural networks perform non-linear transformations of the inputs

to each layer. By composing many such operations, complex transformations can be

learnt from data. The resulting activations at each layer can be regarded as features

learnt by the network.

Recently, there have been several studies in MIR that demonstrate that better

classification accuracies can be achieved by using the features learnt by a neural

network as inputs to a classifier (Hamel and Eck, 2010; Boulanger-Lewandowski et al.,

2013a; Sigtia and Dixon, 2014). In this study, we experiment with using a DNN to

learn features which are then input to a neural network classifier1.

5.1.2 Chord Language Model

Similar to language, chord sequences exhibit complex temporal structure. We train

RNN language models to learn distributions over sequences of chord labels (Section

1Similar experiments with AMT did not yield any improvements in performance. We suspect this
is due to the considerably smaller dataset available for the piano transcription problem in Chapter
4.
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3.4.3). The sequences of chord labels are obtained by sampling the ground-truth at

the same rate as feature extraction from the corresponding audio. We found that the

transcription accuracies were improved if we replaced the simple hidden units of an

RNN with LSTM units (Section 3.3.3.3).

5.1.3 Hybrid RNN

The predictions from the acoustic model and language model are combined using the

hybrid architecture (Section 4.1.4.1). The acoustic and language models are trained

independently. This has the advantage that the chord language models can be trained

on chord transcription data available on the internet from various sources 2, without

the need for the corresponding audio.

5.1.4 Inference

At test time, we would like to estimate the mode of the distribution P (y|x), where x is

the input sequence and y is the output sequence of chord labels. From Section 4.1.4.2,

we note that the RNN language model conditions output probabilities at any time t

on all past predictions. Say the vocabulary of chord labels is of size N and we have a

sequence of length T . Exhaustively searching for the best output sequence would be

O(NT ), which is intractable. Usually, beam search is used to obtain estimates for the

output sequence y. Beam search scales linearly with the length of the sequence, which

makes it an attractive choice when decoding input sequences of unknown length at

test time. At any intermediate time-step t during search, beam search maintains a

maximum of w partial solutions, which correspond to sequences of length t. Beam

search proceeds by enumerating all possible next step predictions for the w partial

solutions, sorting them in decreasing order of log-likelihood and then retaining the

w top sequences of length t + 1 for further search. Algorithm 4 describes the beam

2e.g: www.ultimate-guitar.com
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search algorithm used for estimating chord sequences.

Algorithm 4 Beam Search

Find the most likely sequence y given x with a beam width w.
beam← new beam object
beam.insert(0, {})
for t = 1 to T do

new beam← new beam object
for (l, s) in beam do

for y in C do
l′ = logPlm(y|s)Pam(y|xt)− logP (y)
new beam.insert(l + l′, {s, y})

beam← new beam
return beam.pop()

In Algorithm 4, the beam object is a priority queue. It should be noted that

Algorithm 4 and Algorithm 1 in Chapter 4 differ in the way candidate solutions

at every step are generated. For ACT, the output distribution is a multinomial

distribution over all possible chord labels. At any time, only one chord label can be

assigned to a frame. This is in contrast to the polyphonic AMT case where multiple

notes can be sounding at any time. For a piano with 88 keys, there are 288 possible

note combinations. The combinatorially large output space for AMT is dealt with

by enumerating a fixed number of candidates at each step (Section 4.1.4.2). For

ACT, the number of possible outputs at each step is limited to N , the size of the

chord vocabulary. Therefore in Algorithm 4, we can enumerate all possible candidate

solutions for each beam entry and then keep the top w solutions. The time complexity

of Algorithm 4 is O(NTw logw), where w is number of solutions in the beam or beam

width. The complexity of beam search increases linearly with N, T , which is desirable.

The complexity is proportional to w logw, where w is the beam width. Therefore

increasing the beam width incurs a greater computational cost while decoding as

compared to increasing the the length of the sequence or the vocabulary size.

As discussed in Section 4.1.4.2, the beam can get saturated with quasi-identical

solutions when decoding long sequences. The priority queue in Algorithm 4 can be
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replaced with the hashed beam object described in Chapter 4, Algorithm 3. The

hashed beam search allows the algorithm to maintain diversity in the solutions.

5.2 Evaluation

In this section we describe the experiments to evaluate the performance of the pro-

posed system.

5.2.1 Dataset

Unlike other approaches to chord estimation, our proposed approach aims to learn

the audio features, the acoustic model and the language model from the training

data. Therefore, maximum likelihood training of the acoustic and language models

requires a large dataset for training. Additionally, we require the raw audio for all

the examples in the dataset in order to train the acoustic model which operates on

CQTs extracted from the audio.

The first dataset made available for ACT was the Beatles dataset with annotations

for 180 tracks (Harte, 2010). The dataset was later expanded to include tracks by

Queen and Zweieck (Mauch et al., 2009). The combined dataset contains annotations

for 217 tracks3. The Billboard dataset4 from McGill University provides annotations

for 740 tracks (Burgoyne et al., 2011). The Billboard dataset also contains at least

197 unreleased annotations which are used as the unseen test set in the annual Music

Information Retrieval Evaluation eXchange (MIREX) ACT task5. It should be noted

that the datasets mentioned here include only the annotations and not the audio for

any of the tracks due to copyright issues.

For our experiments we use the combined Beatles, Queen and Zweieck and the

3http://isophonics.net/datasets
4http://ddmal.music.mcgill.ca/billboard
5http://www.music-ir.org/mirex/wiki/MIREX_HOME
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Number of Frames
Fold Train Validation Test

1 963 872 327 322 449 666
2 972 726 325 710 442 442
3 966 612 327 102 447 146
4 973 924 328 818 418 118

Table 5.1: Distribution of data over the train, valid and test splits.

Billboard datasets which are used for the annual ACT task in MIREX6. We were able

to obtain all 217 tracks from the Beatles, Queen and Zweieck dataset. Additionally,

we obtained 650 out of the 740 tracks in the publicly available Billboard dataset7. The

resulting dataset of 867 tracks was used for evaluating the proposed model. For all

our experiments, we consider the major/minor chord alphabet (Harte, 2010), which

is the most popular in literature (Lee and Slaney, 2006; Papadopoulos and Peeters,

2007; Humphrey and Bello, 2012; Boulanger-Lewandowski et al., 2013a; McVicar

et al., 2014). We transform all given annotations to either major or minor chord

labels. This yields 24 chord labels for the 12 pitch classes and 1 label for no-chord

class. Since the hidden tracks for the MIREX evaluation are not publicly available,

we perform 4-fold cross-validation over the 867 tracks for training and testing. All

reported results are mean values of metrics over all 4 folds. The distribution of data

over the 4 folds is reported in Table 5.1.

5.2.2 Metrics

We use the overlap ratio and weighted average overlap ratio for evaluation (Mauch,

2010; McVicar et al., 2014). Let there be N tracks in the test set. Let E(y, g) be a

function that acts on pairs of predicted labels and ground truth labels (y, g). E(y, g)

is 1 if the predicted label matches the ground truth label and 0 otherwise. The

6http://www.music-ir.org/mirex/wiki/2015:Audio_Chord_Estimation
7Details of the tracks IDs used for experiments can be found at: http://www.eecs.qmul.ac.

uk/~sss31/info.html
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Figure 5.2: Acoustic Model Pipeline

evaluation metrics are defined below:

Overlap Ratio (OR) =
1

T

N∑
n=1

Tn∑
t=1

E(ynt , g
n
t ), (5.1)

where T n is the length of nth track in the dataset and T =
∑N

n=1 T
n is the total

number of frames in the test set. The overlap ratio is independent of the length

of individual tracks. The weighted average overlap ratio (WAOR) is an alternative

metric that accounts for individual track lengths:

WAOR =
1

N

N∑
n=1

Tn∑
t=1

E(ynt , g
n
t )

T n
. (5.2)

5.2.3 Preliminary Experiments

An overview of the acoustic model pipeline is shown in Figure 5.2. The audio is first

down-sampled to 11.025 kHz. We then compute the CQT on audio frames with a

hop-size of 1024 samples. The CQT is computed over 7 octaves with 24 bins per

octave resulting in a 168-dimensional vector x. The vector x is input to the acoustic

model which yields a probability distribution over chord labels P (y|x).

5.2.3.1 Acoustic Model Training

For the purposes of training, the training data for all folds is further divided into a

training set (80%) and a validation set (20%). The validation data is used to monitor
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the network performance during training and to decide when to stop training. The

outputs of the final layer of the acoustic model are passed through a softmax function

to obtain a multinomial distribution over chord labels. All acoustic models are trained

to minimise the negative log-likelihood of correct predictions over the training set.

• DNNs: We constrain all the hidden layers to have the same number of units

to simplify searching for good network architectures. Based on previous ex-

periments, we fix the number of layers of the network to 3 hidden layers. We

perform a grid search over the following parameters: number of hidden units

nh ∈ {25, 50, 75, 100, 200, 500}, hidden activations ∈ {ReLU, sigmoid}. We used

a fixed Dropout rate of 0.3 for all hidden and input layers. We use minibatch

SGD with ADADELTA to estimate the model parameters. We use a batch-size

of 100. Training is stopped if the validation error does not decrease after 20

epochs of training.

• RNNs: We train RNNs with LSTM units. We perform a grid search over

the following parameters: number of hidden layers L ∈ {1, 2, 3}, number of

LSTM units nh ∈ {25, 50, 100, 200, 500}. We found that LSTM units led to

better generalisation performance. We use mini-batch SGD with momentum

for estimating model parameters. We average the gradients using batches of

size 128. All training sequences are further divided into sub-sequences of length

200. Shorter sub-sequences are zero-padded to length 200. We use a fixed

momentum rate of 0.9. We use an initial learning rate of 0.01 which is linearly

reduced to 0 over 1000 iterations. Again, training is stopped if error on the

validation set does not decrease after 20 epochs of training.

• ConvNets: We train ConvNets to correctly classify the central frame in a con-

text window of size 2n+ 1. The input is a 2-D window of shape 7× 168. Based

on previous experiments with AMT, we fix the architecture as follows: the first
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Model Architecture
DNN L = 3, H = 100

RNN-LSTM L = 2, H = 50
ConvNet w1 = (3, 25), P1 = (1, 3),w2 = (3, 7), P2 = (1, 3)

n1 = n2 = 20, h1 = 50, h2 = 50
RNN-LSTM-lm L = 2, H = 100

Table 5.2: Model configurations for the best performing architectures.

2 layers of the network are alternating convolutional and max-pooling layers.

This is followed by two fully connected layers, the output of which is then passed

through a softmax function. We then perform a search over the filter sizes and

the number of filters in each layer. We searched over the following filter shapes

for the convolutional layers: {(3, 5), (3, 7), (3, 13), (3, 25), (5, 5), (5, 7), (5, 13), (5, 25)}.

We fixed the number of filters in each convolutional layer to 20. Max-pooling

over windows of size (1, 3) was applied after both convolutional layers. We

searched over the following number of hidden units for the fully connected lay-

ers: {25, 50, 100, 200}. A dropout of 0.4 was applied to all layers. The model

parameters were estimated using mini-batch SGD and momentum. A constant

momentum rate of 0.9 was used. We used a fixed learning rate of 0.001. Training

was stopped if the validation error did not decrease after 20 epochs.

We performed the search over network architectures for the first fold. The best

performing network architectures were used for training all other folds. The network

architectures used in the experiments are summarised in Table 5.2.

5.2.3.2 Language Model Training

We train RNNs with 2 layers of LSTM units for modelling sequences of chord labels.

The inputs to the language model are sequences of one-hot vectors of 25-dimensions.

Each of the 25 dimensions corresponds to a chord label, with a value of 1 indicating

the presence of a chord label. The RNNs are trained to minimise the negative log-
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likelihood of predicting yt+1 given the sequence yt0 (Section 3.4.3). We use minibatch

SGD with momentum to train the RNNs. We use mini-batches of size 100 and

a constant momentum rate 0.9. We use an initial learning rate of 0.001 which is

linearly reduced to 0 over 1000 training epochs. Training is stopped if error on the

validation set does not decrease after 20 training epochs.

5.2.3.3 HMM Comparison

Typically, the predictions from the acoustic model are noisy and are post-processed

in order to enforce temporal smoothing and musicological structure. The outputs are

either median filtered or the output probabilities are regarded as observations of an

HMM model, where the hidden states correspond to chord labels (Papadopoulos and

Peeters, 2007; Cho et al., 2010). At test time, Viterbi decoding is used to infer the

most likely sequence of chord labels given the observations and the HMM parameters.

The set of HMM parameters include the prior probabilities over hidden states, state

transition probabilities and the parameters of the GMM acoustic model. All the

HMM parameters can be learnt jointly using the Baum-Welch algorithm (Rabiner,

1989). However, studies show that similar performance can be achieved when the

acoustic model is trained separately and the transition probabilities are set using prior

musical knowledge (Papadopoulos and Peeters, 2007; Cho et al., 2010). We adopt the

method described by Cho et al. (2010) for our experiments. We consider an HMM

with 25 states, one for each chord label. We estimate the emission probabilities as

P (xt|yt) ∝ P (yt|xt)
P (yt)

, where the posteriors are obtained from the trained acoustic models

and the marginals P (yt) are obtained by counting frequencies of chord labels over the

training set. The transition probabilities for the HMM are defined as follows:

log P̂i,j =


logPi,j − logP, if i 6= j

logPi,j if i = j.

(5.3)
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Language Model
None HMM LSTM

Acoustic Model OR(%) WAOR(%) OR(%) WAOR(%) OR WAOR(%)
DNN 57.06 56.59 61.21 60.38 62.81 62.00

RNN-LSTM 59.69 58.98 63.14 62.26 64.96 64.25
ConvNet 61.75 61.10 63.93 63.33 65.47 64.78

Table 5.3: 4-fold cross-validation results on the MIREX dataset for the major/minor
prediction task.

In Equation 5.3, the parameter P is a penalty parameter that ensures that the

diagonal elements have larger values than the off-diagonal elements. This is to account

for the fact that due to repeating chord labels over many frames, the probability of

a chord maintaining it’s current state is higher than that of a chord change. In our

experiments, the transition matrix is of size 25×25. We set all transition probabilities

Pi,j to a uniform value of 1
25

. Each row of the transition matrix is normalised so that

the probabilities sum to 1. The prior probabilities for each HMM state are also

uniformly set to 1
25

.

5.2.3.4 Results

Table 5.3 summarises the results of the preliminary experiments. The results in

Column 1 are obtained directly from the outputs of the neural network acoustic

models without any post-processing. The results in Column 2 are obtained by post-

processing the acoustic model outputs with an HMM. We perform a grid search over

the penalty parameter P (Equation 5.3) and results are reported with P = 17. The

results in Column 3 are obtained by post-processing the acoustic model outputs with

an RNN language model. The outputs are decoded using a standard priority queue

beam search (Algorithm 4) with a beam width w = 100.

From Table 5.3 we observe that the ConvNet acoustic models outperform the

DNN and RNN acoustic models. With respect to post-processing, we note that

both the HMM and RNN post-processing improve system performance, with the
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RNN post-processing outperforming the HMMs. Although these are encouraging

results, a comparison with the best performing systems in the MIREX 2015 Audio

Chord Estimation Challenge8 reveals that the models in Table 5.3 are significantly

outperformed by the best performing models at MIREX (75.58% OR).

5.2.4 Feature Learning

A very interesting property of neural networks is their ability to learn a hierarchy of

representations in the intermediate or hidden layers of the network. A DNN classifier

can be regarded as a sequence of trainable non-linear transformations of the input

with a logistic regression classifier at the output layer, where the whole network is

jointly optimised for a particular task. Rather than using the entire network, it is

possible to use the activations of the intermediate layers as learnt transformations or

features which are then used as inputs to another model for further processing (Hamel

and Eck, 2010; Boulanger-Lewandowski et al., 2013a; Sigtia and Dixon, 2014).

The ability to learn features for a particular task is particularly relevant to MIR.

Most MIR systems for problems like AMT and ACT follow a similar pipeline which in-

volves feature extraction from the audio followed by classification (Humphrey, 2015).

A considerable amount of time and effort has been spent in identifying the right com-

bination of audio features and classifiers for a given task. Often these features are

hand-engineered using prior domain knowledge about music and signal processing,

for example chroma features and their variants for ACT. The ability to automatically

learn good features for a task given a large dataset would greatly simplify the design of

many MIR systems and allow researchers to focus attention on modelling higher level

musical structure. Previously, feature learning has been applied to genre classification

(Hamel and Eck, 2010; Sigtia and Dixon, 2014) and ACT (Boulanger-Lewandowski

et al., 2013a). Here we investigate feature learning as a means to improve upon the

8http://www.music-ir.org/mirex/wiki/2015:Audio_Chord_Estimation_Results
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Figure 5.3: Feature Learning Pipeline

results from the previous section.

5.2.4.1 System Outline

Figure 5.3 represents the feature learning pipeline. We use the best performing DNN

from the preliminary experiments for feature extraction (Table 5.2). The DNN has an

input layer, 3 hidden layers with 100 unites each and an output layer. The pipeline for

feature extraction is as follows: the raw audio is transformed into a time-frequency

representation using the CQT and a hop-size of 1024 to obtain a sequence of 168

dimensional vectors. Individual CQT frames are then normalised by subtracting the

mean and dividing by the standard deviation, calculated over the training dataset.

The normalised vectors are then forward propagated through the DNN. The activa-

tions of the final hidden layer are then used as features. We observed that adding

activations from other layers did not result in an improvement in performance. This

results in a 100 dimensional feature vector for each audio frame.

We follow the same experimental procedure for evaluation as the previous exper-

iments. The only difference is that the raw CQT inputs to the acoustic model are

replaced with the learnt features from the DNN. We use the same 4 folds as the pre-

vious experiments and all reported results are mean values of metrics over all folds.

We train DNN, RNN and ConvNet acoustic models and we perform a parameter

sweet over the same parameters as described in Section 5.2.3. Additionally, we also

experiment with providing context information to the DNN. There are several studies
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Model Architecture
DNN L = 3, H = 200

RNN-LSTM L = 2, H = 100
ConvNet w1 = (5, 25), P1 = (1, 3),w2 = (3, 5), P2 = (1, 3)

n1 = n2 = 20, h1 = 100, h2 = 50

Table 5.4: Model configurations for the best performing architectures.

that demonstrate that providing context information to classifiers results in improved

prediction accuracy (Bergstra et al., 2006; Boulanger-Lewandowski et al., 2013a; Sig-

tia and Dixon, 2014). Usually this is done by using a context window as input to the

classifier, rather than individual frames. A context window of size 2k + 1 comprises

a central frame of interest, along with k frames before and after the central frame.

The target label for each context window is the target label for the central frame. All

the frames in a context window are appended together and the joint representation is

used as input to the DNN. Rather than appending all the feature vectors together, we

found that aggregating information over the window by calculating mean and stan-

dard deviation for each feature provided better classification accuracies. This is a

form of pooling over the context window. Therefore we trained DNN acoustic models

with mean and variance pooled features over context windows of size 7. The resulting

features have 200 dimensions. Finally, rather than using the best performing acoustic

model for evaluation, we retain all the trained models and average their predictions to

form an ensemble of neural network acoustic models (Dietterich, 2000; Hinton et al.,

2015). We observed an absolute improvement of ∼ 3% OR for all acoustic mod-

els when averaging predictions. We use the same language models as the previous

experiments. The model configurations used for evaluation are presented in Table

5.4.
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Language Model
None HMM LSTM

Acoustic Model OR(%) WAOR(%) OR(%) WAOR(%) OR WAOR(%)
DNN 69.80 69.10 72.25 71.78 73.40 73.0

DNN-CW 72.90 72.50 74.68 74.35 75.53 75.07
RNN-LSTM 73.85 73.47 75.40 75.07 76.20 75.75

ConvNet 75.24 74.87 77.13 76.65 77.95 77.38

Table 5.5: 4-fold cross-validation results on the MIREX dataset for the major/minor
prediction task.

5.2.4.2 Results

Table 5.5 summarises the results of the experiments with feature learning. Again, the

results in Column 1 are obtained directly from the outputs of acoustic model. The

results with HMM post-processing in Column 2 are reported with λ = 19. The results

in Column 3 are obtained using the proposed hybrid RNN model. The model outputs

were decoded using the hashed beam search algorithm, with w = 10, n = 2, k = 1

(Section 4.1.4.2).

From Table 5.5 we observe that using the learnt features as inputs to the acoustic

models yields a significant improvement in overall performance for all acoustic model

types. For all the three models, we observe an improvement by at least 10% for both

OR and WAOR scores. From Rows 1 and 2, we note that the DNN acoustic model

when provided with contextual information yields an improvement of 3% for both

metrics. The RNN-LSTM acoustic model outputs both the DNN acoustic model

architectures, while the ConvNet acoustic models outperforms all the other acous-

tic models. Again with regards to the ConvNets, from Table 5.2 we observe that

longer filters yield better accuracies than small square filters. Recall that the same

observations were made for AMT (Chapter 4, Table 4.2). As mentioned before, this

due to the fact that the individual pitches are comprised by a fundamental frequency

and a series harmonically related overtones which necessitates longer filters along the

frequency axis.
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Across the columns of Table 5.5, we note that both HMM post-processing and

the hybrid RNN model yield performance improvements as compared to the models

without any post-processing. For all acoustic models, we note that the hybrid RNN

outperforms HMM post-processing. Again, we observe that the relative improvement

in performance with the hybrid RNN is most for the DNN acoustic models. The

relative improvement for the RNN and ConvNet acoustic models is less due to the

addition of context information to the inputs of the acoustic model, thus violating

the assumptions of the hybrid RNN model (Section 4.1.4.1). Although not directly

comparable, we note that the results in Table 5.5 are of the same order as the best

performing entries in MIREX 2015 (75.58% OR).

To investigate the performance of the proposed hashed beam search algorithm,

we plot the overlap ratio against the beam width in Figure 5.4a. We post-process the

outputs of a DNN acoustic model with the RNN-LSTM language model in a hybrid

setup. Figure 5.4a illustrates that the proposed algorithm can achieve marginally

better decoding performance at a significant reduction in beam size. As an example,

the hashed beam search yields an OR of 75.1% with a beam width of 5, while regular

beam search yields 74.7% accuracy with a beam width of 1000. The time taken to

run the hash beam search (w = 5) over the test set was 5 minutes, as compared

to the regular beam algorithm (w = 1000) which took 17 hours to decode the test

set. The algorithm’s ability to yield good performance at significantly smaller beam

widths indicates that it performs efficient pruning of similar paths, thus utilising the

available beam width more efficiently. The run-times of the algorithm show that it

can be used for real-time applications without compromising recognition accuracy.

In addition to the beam width, the hash beam search algorithm allows the user to

specify the similarity metric and the number of solutions for each hash table entry.

We investigate the effect of these parameters on the OR and plot the results in Figure

5.4b. We let the similarity metric be the previous n frames and observe performance
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(a) %OR vs beam width (n = 2, k = 1) (b) %OR vs fh, k (w = 25)

Figure 5.4: Effect of varying hashed beam search parameters w, fh, k on %OR.

as n is linearly increased for a fixed beam width of 25. From Figure 5.4b we observe

that the performance is quite robust to changes in the number of past frames for

small values of n. One possible explanation for the graph is that since the test data

is sampled at a frame rate of 10ms, all occurrences of chords last for several frames.

Therefore counting the previous n frames, effectively leads to the same metric each

time. We experimented with using the previous n unique frames as a metric but

found that the results deteriorated quite drastically as n was increased. This might

reflect the limited memory of RNN language models and the issues caused due to lack

of explicit duration modelling. The blue line in Figure 5.4b illustrates the effect of

varying the number of solutions per hash table entry. From this graph we see that

performance deteriorates significantly once the number of entries per bin crosses a

certain threshold (∼ 5). This is due to the fact that maintaining many solutions of

the same kind saturates the beam capacity with very similar solutions, limiting the

breadth of search. This can be solved by using much larger beam widths, however at

the cost of increased time-complexity of the beam search algorithm (Section 5.1.4).
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5.3 Discussion

We present a method for automatic chord transcription using the hybrid RNN model,

with an aim to learn an end-to-end ACT system that can be applied directly to low-

level features. We evaluated the model performance on the MIREX dataset for ACT.

The results from preliminary experiments show that the neural network acoustic

models are capable of identifying chord labels directly from the input time-frequency

representation. Though we note that the performance is 10% worse than state-of-the-

art ACT systems found in literature. Additionally, the results also demonstrate that

the RNN chord language models are able to improve performance when combined with

the acoustic models in the hybrid RNN framework, outperforming HMM based post-

processing. Next, we perform experiments with feature learning. The results from

these set of experiments are considerably better than the preliminary results. All

the acoustic model types considered are able to perform similarly to state-of-the-art

ACT systems. We note that the ConvNet acoustic models outperform the RNN-

LSTM models, which in turn perform better than the DNN acoustic models. We also

note that the RNN language models outperform HMM post-processing for all acoustic

models. We also investigate the performance of the hashed beam search algorithm

for decoding. We note that the hashed beam search is able to yield marginally

better accuracies, at a significant reduction in beam size and run-times. These results

demonstrate that given a sufficiently large annotated dataset, it is possible to train

acoustic classifiers that learn useful features for classification from data. They also

show the applicability of RNN-based language models for ACT.

The performance of the acoustic models presented here can be improved using

techniques like data augmentation (Schlüter and Grill, 2015) and new optimisation

strategies like batch-normalisation (Ioffe and Szegedy, 2015). The training of the

RNN language models can be improved using better optimisation strategies for RNNs

(Saxe et al., 2013; Le et al., 2015). Similarly to chapter 4, the RNN language models
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presented here learn to model both durations and chord transitions. One way to deal

with this issue would be to perform chord transcription in a beat-aligned manner,

similar to beat-synchronous chromagrams (McVicar et al., 2014). Additionally, the

RNNs can be used to model the chord transitions while a separate model (like an

HMM) can be used to learn chord durations.

The results from this chapter follow some of the observations from Chapter 4.

In both experiments we observe that the neural network acoustic models are able to

learn useful mappings from CQTs to the desired output symbols (pitches or chords).

We also observe that ConvNets with long filter shapes outperform DNN and RNN

acoustic models on both tasks. In the following chapter, we investigate whether neural

network acoustic models are also suitable for acoustic event detection for environmen-

tal sounds.
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Chapter 6

Acoustic Event Detection

In the previous chapters, we presented neural networks models for automatic music

and chord transcription. We observed that the neural network acoustic models are

able to learn mappings from feature frames to note and chord labels given sufficient

training data. In this chapter we present experiments with neural networks for an

Acoustic Event Detection (AED) task for environmental sounds. The structure of

the AED problem is similar to AMT and ACT, where the system outputs a sequence

of semantic labels along with onset and offset times. As discussed in Section 2.2.1,

the semantic labels for AED on environmental sounds depend on the particular task.

In this chapter we design acoustic models for detecting baby cries and smoke alarm

sounds. We compare the performance of neural network models with support vector

machines and Gaussian mixture models. Additionally, since AED systems are typi-

cally deployed on embedded hardware, we derive estimates for the computational cost

of each model and compare model performance as a function of the computational

cost. The rest of the chapter is organised as follows: first we build the context for

the experiments by describing the industrial and computational constraints for AED

systems. Next, we derive computational cost estimates for each of the models consid-

ered. We then present results from the experiments and conclude the chapter with a
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discussion of the results and future work.

6.1 Context

Automatic speech recognition, music classification, audio indexing and to some ex-

tent biometric voice authentication have achieved some degree of commercial success

in consumer markets. A majority of these applications are typically deployed on PC

platforms, cloud computing or modern smart phones. Recently, a new area of appli-

cation is quickly emerging in the domain of Internet of Things (IoT) (Gubbi et al.,

2013). In this domain, AED for environmental sounds or automatic environmental

sound recognition (AESR) (Chachada and Kuo, 2014) has a significant potential to

create useful applications, e.g. for security or home safety applications (Istrate et al.,

2006; Vacher et al., 2010; Sitte and Willets, 2007). However in the context of IoT,

algorithms and applications are subject to strict constraints imposed by the nature

of embedded devices and their limited computing power. IoT devices can be broadly

classified into two categories (Gubbi et al., 2013):

• Devices which perform a single function, say detecting alarms.

• Embedded devices where AED is offered as an additional service, for instance

adding voice control features to a TV or sound recognition to a consumer cam-

era. In this case, the AED algorithm must fit into the device’s existing compu-

tational and cost constraints.

For both these cases, the use of high-end processors for embedded applications is

infeasible since it drastically increases the cost of these devices making them com-

mercially not viable. Typically, the following features jointly define the financial cost

of a processor and the constraints imposed by embedded computing (Hennessy and

Patterson, 2011):
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• The clock speed of the processor which is related to energy consumption.

• The instruction set is related to chip size and manufacturing costs. In some

processors, special instruction sets are included to parallelise more operations

into a single clock cycle.

• The architecture of the processor defines the number of registers, number of

cores and presence or absence of a Floating Point Unit (FPU), a Graphical

Processing Unit (GPU) and/or a Digital Signal Processing (DSP) unit.

• Onboard memory size is an important factor related to processor cost. It af-

fects both the computational performance, where repetitive operations can be

cached to trade speed against memory, and the scalability of an algorithm, by

imposing upper limits on the number of model parameters that can be stored

and manipulated.

These features jointly define an upper limit on the number and type of operations

that can be executed in a given amount of time. It could be argued that since most

embedded devices allow internet connectivity, cloud computing can overcome the

computational constraints by abstracting the computing platform and making it as

powerful as necessary. However, a number of additional design considerations rule

out the use of cloud computing for many AED applications. The latency introduced

by cloud computing can be a problem for time critical security applications (Bonomi

et al., 2014). The network communications in cloud computing add an additional

point failure into the system which degrades the quality of service (QoS). Sending

alerts rather than streaming audio or acoustic features is more suitable in terms of

privacy (Medaglia and Serbanati, 2010) and bandwidth, both of which are critically

important for consumer applications.

Due to the above considerations, IoT devices are typically devoid of an FPU,

operate in Megahertz clock speed range (unlike PCs that operate in the Gigahertz
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range) and do not offer onboard DSP or other specialised instruction sets. Given the

additional design constraints related to privacy, latency, bandwidth and QoS, AED

applications have to be deployed directly on embedded platforms with limited com-

putational capacity. Despite these considerations, the design and evaluation of such

systems is carried out with limited regard for the practical limitations of embedded

platforms. Most results are obtained with floating point arithmetic on powerful com-

puting platforms, with no constraints on the run-time and memory requirements of

the final system. The experiments presented in this chapter are performed with 2

main objectives. Firstly, to compare the performance of neural networks to GMMs

and SVMs on a large-scale practical AED task. Secondly, to compare their perfor-

mance as a function of the computational cost in order to estimate the viability of

deploying the algorithms on embedded hardware.

6.2 Computational Cost

6.2.1 Motivation

As mentioned before, one of the main aims of these experiments is to compare the

performance of machine learning algorithms on an AED task as a function of their

computational cost. While computational cost is related to computational complexity,

the notions are distinct: computational cost simply counts the number of operations

at a given model dimension, whereas computational complexity expresses the mathe-

matical law according to which the computational cost scales up with the dimensions

of the input feature space (Cormen et al., 2001).

We study the computational cost of different algorithms at the sound recogni-

tion or acoustic decoding stage. Unless specifically required by applications, it is

uncommon for the training stage of machine learning algorithms to be implemented

on embedded devices. Typically, the training stage is designed as an offline process
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and is implemented on powerful scientific computing platforms equipped with clus-

ters of FPUs and GPUs. For embedded devices, the floating point model trained

offline is quantised according to the specific hardware (Smith, 1997). It is generally

accepted that the quantisation error introduced by this operation does not affect

acoustic modelling performance significantly (Gupta et al., 2015).

The computational cost estimates used in this study account for four types of basic

operations: addition, comparison, multiplication, and lookup table retrieval (LUT).

Multiply-add operations are commonly found in dot products, matrix multiplications

and FFTs. For example, correlation operations, linear filtering and Mahalanobis

distance, which are at the heart of many machine learning algorithms, rely solely

on multiply-add operations. The precision of multiply-add operations when imple-

mented using fixed point DSP is fairly straightforward to manage. Division, on the

other hand, and in particular matrix inversion, can be more difficult to manage. With

regards to matrix inversion, quantisation errors can add up to make the inversion al-

gorithm unstable (Parhami, 2009), though in many cases it is possible to pre-compute

the inversion of key parameters like the variances offline and in floating point, before

applying fixed-point quantisation. Non-linear operations such as logarithms, expo-

nentials, cosines and N th roots are required by some machine learning algorithms.

Two approaches are commonly taken to transform non-linear functions into a series

of multiply-adds: either Taylor series expansion, or look-up tables (LUTs). LUTs

consume more memory than Taylor series expansions, but require a lower number

of instructions to achieve the desired precision. It is important to be aware of the

presence of non-linearities in a particular algorithm, before assessing its cost: algo-

rithms which rely on a majority of multiply-add operations are more desirable than

algorithms relying more heavily on non-linearities.

For all the estimates presented in this chapter, it is assumed that these four types

of operations have an equal cost. While this assumption would be true for a majority
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of processors on the market, it may underestimate the cost of non-linear functions if

interpolated LUTs or Taylor series are used instead of simpler direct LUT lookups.

In addition to the 4 operations considered here, there are additional costs incurred

with other operations (like data handling) in the processor. However, we use the

simplifying assumption that the considered operations are running on the same core,

thus minimising the data handling overhead.

As a case study, let us consider running the K-nearest neighbours algorithm on a

Cortex-M4 processor1, running at a clock speed of 80MHz and with 256kB of onboard

memory. This is a very common hardware configuration for consumer electronic

devices such as video cameras. Assuming that 20% of the processor activity is required

for general system tasks, this leaves a maximum of 64 million multiplies or adds per

second for sound recognition (80MHz × 80% = 64MHz). Assuming that the audio

is sampled at 16kHz and audio features are extracted at, say, a window shift of 256

samples, equivalent to 62.5 frames per second, implies that the AED algorithm should

use no more than 1,024,000 multiply or adds per analysis frame (64MHz / 62.5Hz =

1 024K instructions).

Assuming a K-Nearest neighbour algorithm with a 40 dimensional observation

vector x, mean vector µ and a Mahalanobis distance (x − µ)σ−1(x − µ) with a

diagonal covariance matrix σ, at run-time the algorithm involves one subtraction

and two multiplications per dimension for the Mahalanobis distance calculation, plus

one operation for the accumulation across each dimension: four operations in total,

thus entailing a maximum of 1,024,000 instructions / 4 operations / 40 dimensions =

6 400 nearest neighbours on this platform to achieve real-time recognition.

However, assuming that each nearest neighbour is a 40-dimensional vector of

16 bits/2 Bytes values, the memory requirement to store the model would be 512kB,

which is double the 256kB available on the considered platform. Again assuming

1Cortex-M4 Technical Reference Manual: http://infocenter.arm.com/help/topic/com.arm.
doc.ddi0439b/DDI0439B_cortex_m4_r0p0_trm.pdf.
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that the code size occupies 20% of the memory, leaving 80% of the memory for model

storage, a maximum of 256kB×80% / 40 features / 2Bytes = 2 560 nearest neighbours

only which could be used as the acoustic model.

Therefore while designing an AED system for embedded hardware, the limiting

factor is a combination of the available processing power and onboard memory. In

the case of highly non-linear algorithms, the computational cost of achieving real-

time audio recognition can outweigh the model storage requirements. While only

the final integration can tell if the desired computational load and precision are met,

estimates can be obtained as illustrated in this case study in order to predict whether

an algorithm will fit on a particular platform.

6.2.2 Cost Estimates

Most AED systems use a common 3-step pipeline (Stowell et al., 2015). The audio

recording is first converted into a time-frequency representation, usually by applying

the short-time Fourier transform (STFT) to overlapping windows. This is followed by

feature extraction from the time-frequency representation. Typically, Mel Frequency

Cepstral Coefficients (MFCCs) are used as standard features, though other spectral

features have been used (Section 2.2.1). The acoustic features are then input to

an acoustic model which yields a posterior probability or class membership score.

This score is finally compared against a threshold to make a decision about class

membership. In this section, we provide estimates for each component of the AED

pipeline.

6.2.2.1 Feature extraction

Engineering the right feature space for AED is essential, since the definition of the

feature space affects the separability of the classes of acoustic data. Feature extraction

from audio recordings thus forms the first step in the classification pipeline, which
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contributes to the overall computational cost. In this study, the acoustic models are

trained on a set of input features that are typically used for audio and speech process-

ing (Section 6.3.3). Although recent studies demonstrate that neural networks can be

trained to jointly learn the features and the classifier (LeCun et al., 2015), we have

found that this method is impractical for most AESR problems where the amount

of labelled data for training and testing is very limited (Section 6.3.2). Additionally,

by training the different algorithms on the same set of features, we are able to study

the performance of the various classifiers as a function of computation cost, with-

out having to account for the cost of extracting different features for each acoustic

model2. It also allows a fair comparison of the discriminative properties of different

classification algorithms on the same input feature space. Therefore, we factor out

the computational cost of feature extraction.

6.2.2.2 Gaussian Mixture Models

Given a D dimensional feature vector x, a GMM (Bishop, 2006, Chapter 2) is a

weighted sum of Gaussian component densities which provides an estimate of the

likelihood of x being generated by the probability distribution defined by Equation

3.39. logsum symbolises a recursive version of function log(a + b) = log a + log(1 +

e(log b−log a)) (Murphy, 2006), which can be computed using a LUT on non-linearity

log(1 + ex). Calculating the log-likelihood of a D-dimensional vector given a GMM

with M components therefore requires the following operations:

• D subtractions (i.e., additions of negated means) and 2D multiplications per

Gaussian to calculate the argument of the exponent.

• 1 extra addition per Gaussian to apply the weight in the log domain.

2For example in preliminary experiments, we observed that DNNs were able to achieve the same
performance with log-spectrogram inputs as speech features (Section 6.3.3). However, the GMMs
and SVMs performed poorly on log-spectrogram inputs. Therefore the cost estimates additionally
involved the cost of feature extraction for each acoustic model which made it harder to interpret
results.
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• M LUT lookups and M additions for the non-linear logsum cumulation across

the Gaussian components.

This leads to the computational cost per audio frame expressed in the first row of

Table 6.1.

6.2.2.3 Support Vector Machines

Given a support vector machine with λ support vectors, a new D-dimensional ex-

ample can be classified using λ additions to sum the dot product results for each

support vector, plus a further addition for the bias term (Equation 3.45). For each

dot product, a support vector requires the computation of the kernel function, then

λ multiplications to apply the αi multipliers.

Some kernels require a number of elementary operations, whereas others require

a LUT lookup. Thus, depending on the kernel, the final costs are:

• SVM Linear – (λ ·D) + λ+ 1 additions and (λ ·D) + λ multiplications.

• Polynomial – λ(D + d + 2) + 1 additions and λ(D + 2) multiplications, where

d is the degree of the polynomial.

• Radial Basis Function – 2λD+ λ+ 1 additions, λ(D+ 2) multiplications and λ

exponential functions.

• Sigmoid – λ(D+2)+1 additions and λ(D+2) multiplications and λ hyperbolic

tangent functions.

The computational cost of SVMs per audio frame for these kernels is summarised in

Table 6.1.

6.2.2.4 Neural Networks

We compare two types of neural network architectures, DNNs and RNNs (Section

3.2). For DNNs, we consider 2 activation functions for the hidden layers, the sigmoid
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Feature Addition Multiplication nonlinearity/LUT lookup

GMM 2(M · (D + 1) +M) 2M · 2D M
SVM - Linear λD + λ+ 1 λ ·D 0
SVM - Polynomial λD + λ+ 1 λ(D + d) 0
SVM - RBF 2λD + λ+ 1 λ(D + 2) λ
SVM - Sigmoid λD + λ+ 1 λ(D + 1) λ
DNN - Sigmoid H · (1 +D + L+ (L− 1)H) + 1 H · (1 +D + (L− 1)H) L ·H + 1
DNN - ReLU H · (1 +D + L+ (L− 1)H) + 1 H · (1 +D + (L− 1)H) L ·H + 1
RNN - Tanh H · (2 +D +H + 2(L− 1)(H + 1)) + 1 H · (1 +D +H + 2(L− 1)H) L ·H + 1

Table 6.1: Computational cost per frame of each compared model. D is the dimen-
sionality of the feature vector, M is the number of Gaussian mixtures for a GMM. λ
is the number of support vectors for a SVM, d is the degree of a polynomial kernel.
For the neural networks: H is the number of hidden units in each layer and L is the
number of layers.

and ReLU activations (Section 3.2.1). The sigmoid non-linearity is implemented as

a LUT operation, while the ReLU activation is more suited to embedded devices

as it involves only 1 comparison operation. For simplicity, every neural network

architecture was constrained to have the same number H of hidden units in each of

its L layers. The input dimensionality is denoted by D. The forward pass through a

feed-forward neural network therefore involves the following computations:

• Multiplying a column vector of size n with a matrix of size n× k involves n · k

additions and an equal number of multiplication operations.

• Therefore the first layer involves (D ·H) multiplication operations and H ·

(D + 1) additions, where the additional H additions are due to the bias term.

• The remaining L−1 layers involve the following computations: (L− 1) ·(H ·H)

multiplications and (L− 1) · (H · (H + 1)) additions.

• The output layer involves H multiplications and H + 1 additions.

• A non-linearity is applied to the outputs of each layer, leading to a total of

L ·H + 1 non-linearities.

• The RNN forward pass includes an additional matrix multiplication due to the
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recurrent connections. This involves H ·H multiplications and an equal number

of addition operations.

The computational cost estimates for DNNs and RNNs are summarised in Table 6.1.

6.3 Evaluation

6.3.1 Evaluation Metrics

Let us consider a binary classification problem where a positive class corresponds to

the label 1 and the negative class corresponds to the label 0. Any classifier produces

2 types of errors. False negative (FN) errors are when the target class for a given

example is positive but the classifier assigns 0 to the example. Similarly, a false pos-

itive (FP) error is when the target class for an example is negative but the classifier

outputs 1. Complementary to these errors are true positives (TP), when the classifier

correctly assigns a positive label and true negatives (TN), when the classifier cor-

rectly assigns a negative label (Japkowicz and Shah, 2011). The above quantities are

typically calculated as the fraction of classifier outputs of each type divided by the

total number of examples (Section 4.1.5.2). Typically, most classifiers output a real

valued score which is compared to a threshold, after which a classification decision is

made. Therefore, the performance of a classifier on the above metrics is a function

of the threshold or operating point. The threshold value can be varied according to

the given application. For example in some cases it might be necessary to minimise

the number of false positives, which can be achieved by rejecting more examples and

therefore allowing more false negatives.

Ideally, classifiers for AED applications should be compared independently of the

choice of operating point. This can be achieved through the use of Detection Error

Tradeoff (DET) curves (Martin et al., 1997), which plot the false positive rate against

the false negative rate over a range of operating points. DET curves are equivalent to
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Receiver Operating Curves (ROC) (Martin et al., 1997) plotted on a normal deviate

scale, under the assumption that the FP vs FN scores are normally distributed. A

curve that is closer to the origin represents a better classifier. The performance based

on DET curves can be summarised into a singer figure of merit called the Equal Error

Rate (EER), which is the point where the DET curve intersects the diagonal %FP

= %FN. Alternatively, the EER represents the operating point where the system

generates an equal proportion of false positives and false negatives.

The GMM classification system comprises 2 GMM models: the first GMM is

trained to maximise the likelihood of the examples belonging to the target class

P (x|θtarget) (Bishop, 2006, Chapter 2). A second GMM known as the universal back-

ground model (UBM) is trained to maximise the likelihood of non-target examples

P (x|θUBM). At test time, the ratio between the log-likelihoods from the two models

logP (x|θtarget)/P (x|θUBM) is the output score which is compared against a threshold.

For SVMs, the argument of the sgn() function in Equation 3.45 is the output score.

The sgn functions corresponds to a threshold of 0 and a margin defined by the support

vectors (Equation 3.46). Choosing a threshold other than 0 corresponds to a deviation

from the margin of maximum separation. According to the discussion in Section 3.3.2,

the neural network outputs a probability of class membership P (target|x), which is

compared against a threshold for classification.

6.3.2 Datasets

For AED, the training data comprises audio recordings along with annotations or

ground truth labels for each recording. Similar to AMT (Chapter 4) and ACT (Chap-

ter 5), the ground truth labels are provided in the form of onset times and offset times

for each label in a given recording. The annotations are usually performed by human

listeners and therefore collecting and labelling large datasets is a time consuming

and expensive process (Stowell et al., 2015). Typically, relatively small datasets are
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used for evaluating AED systems. For instance the DCASE challenge (Stowell et al.,

2015) and the CLEAR challenge (Temko et al., 2006) are two popular benchmarks

for AED. The DCASE challenge data contains 20 examples for each of the 16 event

classes, while the dataset for the CLEAR challenge contains approximately 60 ex-

amples for each of the 13 classes. These datasets are considerably smaller than the

datasets available for other domains where machine learning is applied (LeCun et al.,

2015).

One of the motivations for these experiments is to evaluate whether neural network

acoustic models can perform better than existing approaches to AED. However as

discussed in previous chapters, neural network models typically have many parameters

and require large quantities of training data in order to generalise effectively. For

example, we trained neural network acoustic models on the data for the DCASE

challenge, but we were not able to match the GMM baseline (Stowell et al., 2015). In

order to be to able to train neural network acoustic models, we perform experiments

using 3 private datasets made available by Audio Analytic Ltd.3,4 These 3 datasets

are subsets of much larger data collection campaigns led by Audio Analytic Ltd. to

support the development of smoke alarm and baby cry detection products. Ground

truth annotations with onset and offset times obtained from human annotators are

also provided. Out of the 3 datasets, 2 datasets contain recordings of baby cries

and smoke alarms, while the third dataset contains a large number of recordings of

background or ambient sounds. The datasets of baby cries and smoke alarm sounds

provide a large number of examples for training and evaluating acoustic models. The

background or world dataset on the other hand is a rich source of impostor examples

for both training and evaluation. Any practical AED system would have to make

accurate detections in the presence of thousands of ambient impostor sound sources.

The background dataset provides recordings from potentially thousands of sources in

3http://www.AudioAnalytic.com
4The data can be made available upon setting suitable contractual agreements.
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Train Test
Dataset Duration (s) # Target Frames Duration (s) # Target Frames

Baby Cries 4 822 224 076 3 669 90 958
Smoke Alarms 15 271 194 142 5 043 114 753

World 5 000 312 500 4 000 255 562

Table 6.2: Distribution of train and test data for the Baby Cry, Smoke Alarms and
World datasets.

order to simulate real-world conditions during training and testing.

The Baby Cry dataset comprises recordings obtained from two different record-

ing conditions: one through a camcorder in a hospital environment and one through

uncontrolled hand-held recorders in uncontrolled conditions (both indoors and out-

doors). Each recorder is used to record a different baby. The train/test split was made

evenly in order to achieve the same balance over both recording conditions (about

3/4 recordings from the hospital and the remaining from both indoor and outdoor

environments) without any overlap between sources (individual babies) for training

and testing. The recordings in this dataset sum up to 4 822 seconds of training data

and 3 669 seconds of test data, from which 224 076 feature frames in the training set

and 90 958 feature frames in the test set correspond to target baby cry sounds. The

target frames correspond to frames that occur between the onset and offset for an

event of interest (like baby cries) in a given recording.

The Smoke Alarm dataset comprises recordings of 10 smoke alarm models, recorded

through 13 different channels across 3 British homes. While it might appear that

smoke alarms should be relatively easy to detect, there is considerable variability due

to the plethora of alarm models, room responses, ambient surroundings and differ-

ent recording channel configurations which rules out simple audio fingerprinting or

template matching based approaches. The training set comprises recordings from 2

homes, while the test set contains recordings from the third home. The smoke alarms

were recorded using an array of consumer devices covering devices of interest for
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example network cameras, in order to average out the channel effects. The dataset

comprises 15 271 seconds of training data and 5 043 seconds of testing data, which

result in 194 142 feature frames for training and 114 753 feature frames for evaluating

the AED acoustic models.

The World Dataset contains about 900 recordings of approximate 10 seconds each

which cover a wide variety of complex acoustic scenes recorded from numerous in-

door and outdoor locations around the UK, across a wide and uncontrolled range of

recording devices and potentially covering thousands of impostor sound classes. For

example a 10 second recording of a train station scene covers train sounds, speech,

horns, whistles and more. While it is not possible to enumerate all the sound sources,

even an underestimate of 1.1 unique sources per recording results in over 1000 im-

poster classes for evaluation. 500 recordings are used as a source of negative examples

for training the classifiers, while the remaining recordings are used as imposter ex-

amples for evaluation. The dataset consists of 5 000 seconds of data for training and

∼ 4 000 seconds of data for testing, which corresponds to 312 500 feature frames for

training and 255 562 feature frames for testing. The datasets and their contents are

summarised in Table 6.2.

6.3.3 Feature Extraction

All recordings were sampled at 16 kHz, 16 bits. All features were calculated with

a window size of 512 samples and a hop size 256 samples. We extracted MFCC

features which have been extensively used in speech recognition and in AED systems

(Radhakrishnan et al., 2005; Clavel et al., 2005; Valenzise et al., 2007; Portelo et al.,

2009) and use the first 13 MFCC coefficients. In addition to MFCCs, spectral centroid

(Clavel et al., 2005), spectral flatness (Portelo et al., 2009), spectral roll-off (Valenzise

et al., 2007), spectral kurtosis (Valenzise et al., 2007) and zero crossing rate (Valenzise

et al., 2007) features were also computed. Concatenating all the features results in an
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18-dimensional feature vector. To incorporate temporal information into the inputs,

we also computed the first and second order differences of all features resulting in a

54-dimensional feature vector. It should be noted that the inputs to the RNN were

the original 18-dimensional features without temporal differences, since the RNN

explicitly models input context and we did not find any improvement by providing

the delta features as inputs. For all experiments, the data was normalised to have zero

mean and unit standard deviation for each dimension, where the mean and standard

deviation were computed over the entire training set.

6.3.4 Training Methodology

6.3.4.1 Gaussian Mixture Models

GMMs were trained using the expectation maximisation algorithm (EM) (Bishop,

2006, Chapter 2). The covariance matrices were constrained to be diagonal5. We

trained GMMs with Gaussian componentsM ∈ {1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024}.

All the Gaussians were initialised using the k-means++ algorithm (Arthur and Vassil-

vitskii, 2007). A single UBM was trained on the World training dataset. One GMM

per target class was then trained independently of the UBM. We also performed

experiments where GMMs for each class were estimated by adapting the UBM by

Maximum A Posteriori (MAP) adaptation (Reynolds et al., 2000). We observed that

this method yielded inferior results. We also observed worse results when no UBM

was used and class membership was determined by simply thresholding the outputs of

individual class GMMs. In the following sections, results are therefore only reported

for the best performing method, which is the likelihood ratio between independently

trained UBM and target GMMs.

5In preliminary experiments, we observed that a full covariance matrix did not yield any im-
provement in performance. Diagonal covariance matrices are also computationally cheaper.
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6.3.4.2 Support Vector Machines

We compare linear, polynomial, radial basis function (RBF) and sigmoid kernel SVMs

for AED. In addition to optimising the kernel parameters (d, γ) (Section 6.2.2.3), a

grid search was performed over the penalty parameter C (Equation 3.46). In prac-

tice, real-world data are often non-separable, thus a soft margin has been used as

necessary. SVM training is known to not scale well to very large datasets (Burges,

1998): the training algorithm has a time-complexity of O(T 3), where T is the number

of training examples. As a matter of fact, our preliminary attempts at using the

full training datasets led to prohibitively long training times and poor generalisation

performance on unseen data. Standard practice in that case is to down-sample the

training set by randomly drawing T frames from the target set, and the same num-

ber of frames from the world set as negative examples for training. We performed a

grid search over the number of training examples vs test accuracy. We determined

T = 2000 to be the optimal number of examples from each class. Additionally, we

also present comparative results with T = 500. This is done as a means to control

model complexity, since the number of support vectors is automatically selected by

the optimisation algorithm and controlling model complexity is a challenging problem

with SVMs.

6.3.4.3 Neural Networks

All the neural network architectures contain 1 output unit with a sigmoid activation

that estimates the probability of class membership of an example (Section 3.3.2).

The networks were trained to maximise the likelihood of correct classification over

the training set.

For the DNNs, a grid search was performed over the following parameters: number

of hidden layers L ∈ {1, 2, 3, 4}, number of hidden units per layerH ∈ {10, 25, 50, 100, 150},

hidden activations act ∈ {sigmoid,ReLU}. In order to minimise parameter tuning,
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we used ADADELTA to adapt the learning rate over iterations. The networks were

trained using mini-batches of size 100 and training was accelerated using an NVIDIA

Tesla K40c GPU. A constant dropout rate of 0.2 was used for all layers to improve

results on the test data. The training was stopped if the cost on the validation set

did not decrease after 20 epochs.

For the RNNs, a grid search was performed over the following parameters: number

of hidden layers L ∈ {1, 2, 3} and number of hidden units per layerH ∈ {10, 25, 50, 100, 150}.

An initial learning rate of 0.001 was used and linearly decreased to 0 over 1000 iter-

ations. A constant momentum rate of 0.9 was used for all the updates. The training

was stopped if the error on the validation set did not decrease after 20 epochs. The

training data was further divided into sub-sequences of length 100 and the networks

were trained on these sub-sequences without any mini-batching. Gradient clipping

was also used to avoid the exploding gradient problem in the early stages of RNN

training. The gradient was clipped if the norm of the gradient update exceeded 10.

6.3.5 Results

In this section, model performance is analysed for the task of recognising smoke alarms

and baby cries against the large number of impostor sounds from the world dataset.

Tables 6.3 and 6.4 present the EER for the best performing classifiers of each type

and their associated computational cost. Figure 6.1 shows the corresponding DET

curves. In Figures 6.2 and 6.3 we present a more detailed comparison between the

performance of various classifier types against the computational cost involved in

classifying a frame of input at test time.
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(a) Baby Cry Dataset (b) Smoke Alarm Dataset

Figure 6.1: DET curves comparing frame classification performance of the best per-
forming model of each type. Curves closer to the origin imply better performance.

Best Baby Cry classifiers EER # Ops.
GMM, M = 32 14.0 10 560
Linear SVM, T = 2000, C = 1.0, λ = 655 12.9 101 985
Feed-forward DNN, sigmoid, L = 2, H = 50 10.8 10 702

Table 6.3: Performance of the best classifiers on the Baby Cry dataset along with the
optimal parameters and number of operations.

Best Smoke Alarm classifiers EER # Ops.
GMM, M = 16 2.9 5 280
Linear SVM, T = 2000, C = 0.1, λ = 152 3.0 46 655
Feed-forward DNN, sigmoid, L = 2, H = 25 1.7 4 102

Table 6.4: Performance of the best classifiers on the Smoke Alarms dataset along
with the optimal parameters and number of operations.

6.3.5.1 Baby Cry Dataset

From Table 6.3 we observe that the best performing GMM has 32 components and

achieves an EER of 14.0% for frame-wise classification. From Figure 6.2 (+ markers)

we note that the performance of the GMMs improves till M = 32, after which increas-

ing the number of components further leads to a deterioration in performance. Note
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Figure 6.2: Acoustic frame classification performance (EER percentage) as a function
of the number of operations per frame, for each of the tested models on the Baby
Cry dataset. The number of operations and consequently the computational cost
increases from left to right.

that the computational cost increases from left to right on the X-axis. Therefore for

GMMs, models from left to right are in increasing order of the number of components

M .

From Table 6.3, we observe that an SVM with a linear kernel is the best performing

SVM classifier, with an EER of 12.9%. The SVM was trained on 2000 examples,

resulting in 655 support vectors. From Figure 6.2, we note that the performance

of the linear SVM (blue triangles) improves as the computational cost (number of

support vectors) is increased. The number of support vectors can also be controlled

by varying the parameter C (Section 6.2.2.3). For the linear SVM case, C = 1.0 yields

the best results. We observe that SVMs with a sigmoid kernel (light blue triangles)

yield similar results to the linear SVM (Figure 6.2). The best SVM with a sigmoid

kernel yields an EER of 13.5%, while the second best sigmoid SVM has an EER of

13.9%. As in the linear case, we observe an improvement in test performance as the
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Figure 6.3: Acoustic frame classification performance (EER percentage) as a function
of the number of operations per frame, for each of the tested models on the Smoke
Alarm dataset. The number of operations and consequently the computational cost
increases from left to right.

computational cost or the number of support vectors is increased.

From Figure 6.2, we note that SVMs with RBF and polynomial kernels (green and

red triangles) are outperformed by linear and sigmoid SVMs, both in terms of %EER

and computational cost. There is also no observable trend between test performance

and computational cost. For the polynomial SVM (red triangles), we found a kernel

with d = 3 yielded the best performance, while low values of gamma γ ∈ (0.005, 0.01)

provided the best results for the RBF kernel (Section 6.2.2.3).

The number of training examples T = 2000 was empirically determined to be

the optimal value: adding more training examples did not yield any improvement in

performance. Conversely, we tried training the same classifiers with T = 500 training

examples, since the computational cost of SVMs is determined both by the type of

kernel and the number of support vectors, the latter being controlled by varying

the number of training examples and the penalty parameter C. With T = 500 and
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C = 0.1, we were able to achieve a minimum EER rate of 13.7% with the linear SVM,

while halving the number of operations.

From Table 6.3, the best performing neural network architecture, which achieves

an EER of 10.8%, is a feed-forward DNN with sigmoid activations for the hidden

units. Figure 6.1a shows that the neural network clearly outperforms all the other

models. From Figure 6.2 we observe that the feed forward DNNs (circle and square

markers) achieve similar test performance over a wide range of computational costs.

This demonstrates that the network performance is not particularly sensitive to the

specific number of hidden units in each layer. However, we did observe that networks

which were deeper (> 1 hidden layer) yielded better performance. From Figure

6.2, we observe that the RNN architectures (hexagonal markers) yield slightly worse

performance and are computationally more expensive. An interesting observation

from Figure 6.2 is that feed-forward DNNs with sigmoid activations yield similar

results to networks with ReLU activations. This is a very important factor when

deploying these models on embedded hardware, since a ReLU net can be implemented

with only linear operations (multiplications and additions), without the need for

costly Taylor series expansions or LUTs.

6.3.5.2 Smoke Alarm Dataset

From Table 6.4, we observe that the best performing GMM yields an EER of 2.9%

and uses 16 mixture components. From Figure 6.3 (+ markers), we observe that the

GMM performance improves till M = 32 components, after which the performance

starts deteriorating. The best GMM with 16 components performs similarly to the

best SVM model, though the computational cost of the SVM is almost 10 times more

than the GMM (Table 6.4).

Similar to the results on the Baby Cry dataset, the linear and sigmoid kernel SVMs

show the best performance, out of all four SVM kernel types. The best linear SVM
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has an EER of 3.0%, which is very similar to the GMM score, although at a much

larger computational cost. The model used 2000 training examples and C = 1.0.

From Figure 6.3 we again observe an improvement in performance with an increase

in computation cost for both the linear and sigmoid kernels (blue triangles). The best

sigmoid kernel SVM scored 3.5% with 2000 training examples, while another configu-

ration scored 3.6% with T = 500 and C = 1, at half the number of operations. Again,

the polynomial and RBF kernels (red and green triangles) yield lower performance,

with no observable trend in terms of performance versus computational cost (Figure

6.3).

From Table 6.4, we observe that a feed-forward sigmoid DNN yields the best per-

formance, with an EER of 1.6%. From the DET curves (Figure 6.1b), we see that

the neural network clearly outperforms the other models. From Figure 6.3 we note

that the neural networks consistently perform better than the other models, over a

wide range of computational costs, which correspond to different network configura-

tions (number of layers, number of units in each layer). The ReLU networks perform

similarly to the sigmoid networks, while the RNNs perform worse and are compu-

tationally more expensive. It is worth noting that the performance of all classifiers

is significantly better for the smoke alarm sounds, since the smoke alarms are com-

posed of simple tones. On the other hand, baby cries have a large variability and are

therefore more difficult to detect.

6.4 Discussion

In this chapter, we compare the performance of neural network acoustic models with

GMMs and SVMs on an AED task for environmental sounds. Unlike other machine

learning systems, AED systems are usually deployed on embedded hardware, which

imposes many computational constraints. Keeping this in mind, we compare the
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performance of the models as a function of their computational cost. We evaluate

the models on two tasks, detecting baby cries and detecting smoke alarms against a

large number of impostor sounds. These datasets are much larger than the popular

datasets found in AESR literature which enables us to train neural network acoustic

models. Additionally, the large number of impostor sounds allows to investigate the

performance of the proposed models in a testing scenario that is closer to practical

use cases as compared to previously available data sets for AED.

Results suggest that GMMs provide a low cost baseline for classification, across

both datasets. The GMM acoustic models are able to perform reasonably well at

a modest computational cost. SVMs with linear and sigmoid kernels yield similar

performance in terms of EER compared to GMMs, but their computational cost is

overall higher. The computational cost of the SVM is determined by the number of

support vectors. Unlike GMMs, SVMs are non-parametric models which do not allow

the direct specification of model parameters. Though the number of support vectors

can be indirectly controlled with regularisation or the number of examples used for

training. Finally, our results suggest that deep neural networks clearly outperform

both the GMMs and the SVMs on both datasets. The computational cost of DNNs

can be controlled via the number of hidden units and the number of layers. While

changes in the number of units in the hidden layers did not appear to have a large

impact on performance, deeper networks appeared to perform better in all cases.

Additionally, neural networks with ReLU activations achieved good performance,

while being an attractive choice for deployment on embedded devices because they

do not require expensive LUT lookup operations.

The results presented here are in agreement with the findings in Chapter 4 and 5.

As mentioned before, the AED problem has a similar structure as AMT and ACT.

We observe that neural networks are able to learn effective mappings from input

feature vectors to high-level targets like note labels, chord labels and smoke alarm
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and baby cry activity. Our comparisons demonstrate that given sufficient training

data, neural networks are capable of outperforming state-of-the-art acoustic models

in many domains. Additionally, the neural processing architectures and pipelines

are general. For instance, the DNNs applied to AMT, ACT and AED are similar

in their structure, though they differ in the type of input features and the specific

architectures used. This is in stark contrast to other approaches which are hand-

designed and specific to each task. The generality of the network architectures can

be leveraged by training large networks on data for different tasks in order to try

to improve the generalisation capabilities. For example, large neural networks in

computer vision are often initialised by training them on a large dataset of images

(Krizhevsky et al., 2012) before further tuning and adaptation for a specific task.
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Chapter 7

Conclusions

In this thesis, we investigated neural networks for analysing music and environmental

audio. We evaluated the performance of the models on 3 different tasks: automatic

music transcription, automatic chord transcription and acoustic event detection for

environmental sounds. For all three problems, we observed that the proposed models

were able to perform competitively with state-of-the-art systems for each task. In

this chapter, we first summarise our findings and then discuss directions for future

research.

7.1 Summary

7.1.1 Automatic Music Transcription

In Chapter 4, we perform 2 sets of experiments for AMT. In the first set of exper-

iments, we design a hybrid RNN architecture for piano music transcription. The

hybrid RNN model combines the predictions of arbitrary frame-level acoustic models

with the predictions of an RNN MLM. We present DNN, RNN and ConvNet archi-

tectures for acoustic modelling and compare their performance to two state-of-the-art

acoustic models. Our results demonstrate that the ConvNets clearly outperform all
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other models on all frame-based metrics. We also note that the MLMs consistently

improve performance for all metrics, though the absolute improvement is small (∼ 1%

F-measure). We then investigate whether the models are able to generalise to new

piano types. From these experiments, we observe that again the ConvNets outper-

form all other models on frame-based metrics, though the performance of all models is

worse by∼ 10% F-measure since the models are tested on unseen piano types. Finally,

we propose a beam search based algorithm for inference. Our proposed hashed beam

search modification to the decoding algorithm is able to drastically reduce decoding

time, making the proposed method suitable for real-time applications. Overall, we

note that the neural network models which are applied to CQT inputs and trained

end-to-end, are able to outperform state-of-the-art models which are hand-designed

for AMT. Secondly, the MLMs help improve performance on all metrics, though the

improvement is small. The fact that MLMs can be trained in an unsupervised setting

on corpora of musical scores provides strong encouragement for further investigation.

In the second set of experiments with AMT, we investigate the performance of

MLMs in a more general setting where the test data comprises multiple instruments.

Additionally the acoustic and language models are trained on separate datasets. The

PLCA acoustic model is trained on isolated note samples from the RWC dataset,

while the MLM is trained on folk melodies from the Nottingham dataset. We present

a novel method for combining the predictions of the PLCA acoustic model with an

RNN MLM using Dirichlet priors. The proposed model was evaluated on the Bach10

dataset. We observe that combining the predictions of the PLCA model and the

RNN MLM using the proposed method results in a 3% absolute improvement in

note-based F-measure and forms the current state-of-the-art on the Bach10 dataset.

These results demonstrate that MLMs can indeed help improve performance of AMT

systems and that similar to speech recognition, MLMs can be effective even when the

acoustic and language models are trained on disjoint sets of data.
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7.1.2 Automatic Chord Transcription

In Chapter 5, we apply the hybrid model developed for AMT to an automatic chord

transcription problem. We evaluate the proposed model on a large dataset of popular

music for ACT. As in Chapter 4, we present DNN, RNN and ConvNet architectures

for acoustic modelling. Additionally, we use an RNN chord language model for post-

processing in the hybrid RNN framework. We also compare the performance of the

RNN with an HMM for post-processing. From preliminary experiments, we observe

that the neural network acoustic models are able to identify chord labels from CQT

inputs, though the performance of the models is worse by ∼ 10% F-measure compared

to state-of-the-art ACT systems. Next, due to the availability of a larger dataset for

training, we investigate feature learning for ACT. We use the hidden activations of

the best performing DNN from the preliminary experiments as features and train

neural network acoustic models with the learned features as inputs. We observe

that all acoustic models yield a performance improvement of ∼ 10% F-measure when

the learnt features are used as inputs. We also achieve a small improvement in

acoustic model performance by averaging the predictions of all the trained acoustic

models. Similar to our results for AMT, we observe that the ConvNets with long filters

outperform DNN and RNN acoustic models. With respect to the chord language

model, we observe that RNN language models consistently outperform the HMMs,

which are the most popular post-processing method for ACT systems. We note that

the proposed ACT system yields similar performance to state-of-the-art systems which

are designed specifically for AMT. It should be noted that the hybrid RNN model is

able to yield good performance for experiments with both AMT and ACT and is not

limited to a single task.
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7.1.3 Acoustic Event Detection

In Chapter 6, we investigate neural network acoustic models for acoustic event de-

tection for environmental sounds. We compare the performance of neural network

acoustic models with GMMs and SVMs. We evaluate the models on 2 separate tasks:

detection of baby cry sounds and detection of smoke alarm sounds. The datasets

used for evaluation are much larger than the most commonly used datasets for AED

(Temko et al., 2006; Stowell et al., 2015) and more closely approximate real-world test

conditions. Since AED systems are typically deployed on embedded devices, we also

derive computational cost estimates for each algorithm and compare the performance

of different models as a function of the computational cost.

Our results demonstrate that for both datasets, the GMMs form a low cost base-

line. The GMM acoustic models perform reasonably well at a relatively low computa-

tional cost. We observe that the SVMs yield comparable performance to the GMMs,

though at a much higher computational cost. We also observe that due to the non-

parametric nature of SVMs, controlling computational cost is a difficult problem since

the support vectors are determined at run-time. We note that for both datasets, the

neural network acoustic models clearly outperform the GMMs and SVMs. We observe

that deeper models perform well and that the computational cost can be easily con-

trolled via the number of hidden units per layer and the number of layers. The DNN

acoustic models yield good results without incurring a heavy computational cost. In

fact the best performing DNN on both datasets has roughly the same computational

cost as the best performing GMM. Additionally, we observe DNNs with both sigmoid

and ReLU hidden units yield similar performance, which is a useful property since

ReLUs can be implemented very efficiently on embedded hardware since they do not

require LUTs or Taylor series expansions.
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7.2 Future Work

In this section we discuss future work and potential research directions to extend the

ideas presented in this thesis.

7.2.1 Acoustic Modelling

From Chapters 4, 5 and 6, we observe that neural network models are able to learn

mappings from time-frequency inputs to high-level symbols (notes, chords, environ-

mental events) when trained end-to-end and provided sufficient labelled training data.

The general architecture of the acoustic models used for all 3 problems is similar and

in some cases (AMT and AED) the models outperform hand-designed acoustic models

for each problem. Although these results are encouraging there are several possibili-

ties for improving model performance.

The first observation we make is that the neural network acoustic models perform

better when more labelled training data is available. In Chapter 5, we observed

that the larger dataset for training could be leveraged to learn features for ACT,

which yielded an absolute improvement of 10% in F-measure. Similarly, in Chapter

6 we observed that the neural network models failed to beat a GMM baseline on the

relatively small DCASE dataset (Stowell et al., 2015), but they clearly outperformed

the GMMs and SVMs when trained on a large dataset of baby cries and smoke alarm

sounds. Therefore, one way to improve performance for MIR and environmental sound

detection is to collect larger datasets for training and evaluation. This trend has

been observed in other fields such as speech recognition and computer vision, where

the success of initial applications of neural networks has been followed by collection

of much larger datasets for training and evaluation. The current state-of-the-art

approach in both fields is to train large neural networks with many parameters on large

datasets. Although admittedly, collecting and distributing music audio is complicated
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by copyright issues, there is compelling evidence that both fields would benefit if

evaluation and benchmarking were performed on large standardised datasets.

One way to increase the size of the training dataset is using data augmentation

techniques (Krizhevsky et al., 2012). Data augmentation involves distorting the net-

work inputs while preserving the output labels. For example for images, this can be

done by making small rotations to the images or by adding noise to the pixel intensity

values. Data augmentation expands the size of the training set while at the same time

acting as a regulariser by adding noise to the training data. Although data augmen-

tation is now standard practice for computer vision, it hasn’t been widely adopted

for MIR and environmental audio research. The main reason for this is that it is not

not clear what kind of transformations can be validly applied to CQTs or any other

time-frequency representation being used as inputs to the network. Though recently

there has been some interest in data augmentation for MIR (Mauch and Ewert, 2013;

Schlüter and Grill, 2015), we believe it is a promising direction for audio analysis

research.

One important observation from all the experiments presented in this thesis is

that the neural network acoustic models are general and similar architectures can be

applied to different tasks. In our experiments we observed that similar DNN archi-

tectures could be trained on 3 different tasks, provided a sufficiently large training

dataset was available. It could be argued that the feature engineering stage which

was previously required in designing acoustic models has now been replaced by an

architecture engineering stage for neural networks. However, being able to train net-

works end-to-end that learn the features and classifiers jointly from examples is a big

generalisation compared to manually injecting domain knowledge into the acoustic

features for each task. As meta-learning and Bayesian optimisation algorithms im-

prove (Snoek et al., 2012, 2015), the task of finding the most appropriate architectures

can potentially by automated.
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Related to the generality of architectures, is the idea of transfer learning. In

computer vision, it is now common to start with a network that is trained on a

large dataset of images (Krizhevsky et al., 2012) and then fine-tune the network to

a more specific task, for instance by retraining the output layer while keeping the

other parameters fixed. This technique allows the network to share concepts between

similar tasks. Similar ideas can be applied for processing audio signals. For example,

in order to recognise chords correctly, a network should be able identify pitches.

Therefore, a neural network chord recognition model can be pre-trained on a large

dataset for AMT, before subsequent fine-tuning for chord recognition. It should be

noted that this is only possible due to the fact that the same architectures can be

applied to different tasks.

From the results in Chapter 4, we observe that the neural network acoustic mod-

els outperform all other models on frame-based metrics, but are outperformed by the

model by Vincent et al. (2010) on note-based metrics. We note that for note-based

metrics, a detection is made correctly if the right pitches are predicted and the onset

time for the pitches is within ±50ms of the ground truth onset. The fact that the

neural network models get high frame-wise accuracy but relatively lower note-wise

accuracy implies that the temporal resolution of the neural network predictions is

low. This is due to the fact that inputs to the neural networks are CQTs, while the

inputs to the model by Vincent et al. (2010) are ERB filter-banks. The ERB rep-

resentation has higher temporal resolution and consequently the model yields better

note-based performance. Both the neural networks and the model by Benetos and

Dixon (2012) use CQT inputs and yield lower note-based performance. The temporal

resolution of the neural network acoustic models can be improved by experimenting

with alternative input representations.

All the acoustic models presented in this thesis were trained on a frame-wise ba-

sis or at a frame-level i.e. an input sequence of features was mapped to an output

168



sequence, with one output per frame. However, frame-level training requires the

availability of ground truth labels with alignment or labels with onset/offset times.

Collecting large annotated datasets of this form is an expensive task. Additionally, as

briefly mentioned in Section 4.1.5.5, annotating offsets for many instruments can be

noisy due to sustain and reverberation effects. An alternative to frame-wise training

is to cast the acoustic modelling objective in the sequence-to-sequence framework.

In this case the objective would be to map the sequence of input features to the

sequence of output symbols, where the output symbols are not repeated per frame.

For example for ACT, the output symbols would be a sequence of chord labels, e.g.

{Cmajor, Dmajor, Emajor}. This is similar to the training objective for large vocabulary

speech recognition acoustic models, where the ground truth is composed of word-level

transcriptions without alignments. The task of mapping a sequence of acoustic fea-

tures to a shorter sequence of labels can be achieved with RNN architectures like

Connectionist Temporal Classification (Graves et al., 2006) or the recently proposed

sequence-to-sequence models for machine translation (Sutskever et al., 2014; Bah-

danau et al., 2014), which have been successfully applied to large vocabulary speech

recognition (Bahdanau et al., 2016). The recently developed attention mechanisms

can also be easily incorporated into these architectures (Bahdanau et al., 2014). In

such a scenario, a separate onset detection system can be used to find the label align-

ments or in some cases the alignment can be inferred from the model outputs (Graves

et al., 2006).

7.2.2 Music Language Models

In Chapters 4 and 5, we investigated using RNN language models for AMT and ACT,

respectively. As mentioned previously, language models are a fundamental part of

speech recognition systems and they have significant potential to improve systems for

processing music. Similar to speech, music language models (for AMT or ACT) learn
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useful priors when trying to identify notes or chords from acoustic features. Just

like language, polyphonic sequences of notes or chords exhibit temporal structure.

Accurate statistical models of this structure have the potential to provide priors for

AMT and ACT tasks, in addition to generative models for sampling novel music

and chord sequences. A practical motivation for investigating MLMs is that rather

than collecting labelled training data, MLMs can be trained on music scores, guitar

tabs and MIDI files. This is similar to language modelling in speech, where language

models are often trained on large corpora of text data obtained from different sources,

for example Wikipedia.

From Chapter 4, we observe that the MLMs trained on a corpus of folk melodies

help improve the F-measure by 3% on the Bach10 dataset, giving the best reported

results on the Bach10 dataset. Similarly, from Chapter 5 we observe that RNN lan-

guage models for ACT consistently outperform HMM based post-processing, which

is the most popular post-processing method for ACT systems. Although the perfor-

mance gains on the piano transcription task were modest (1%), we believe that the

remaining results provide strong motivation for further investigations with MLMs.

From Chapter 4, we note that the input representation was identified as one of

the limitations of the proposed MLMs. Typically, language models are trained to

maximise the log-likelihood of sequences of note or chord vectors. These sequences

are formed by sampling the ground truth at the same sampling rate as the acoustic

models. In this setting, there is no explicit information provided to the network

about higher level temporal concepts like metrical position. The input piano-roll

representation to the MLMs can be supplemented with information about position in

the bar to encourage the learning of higher level temporal structure. Additionally, the

proposed RNN MLMs learn durations implicitly through the repetition of frames in

the training data. As argued before, when the sampling rate is high enough and there

are many repetitions, log-likelihood during training can be trivially maximised by
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repeating the previous frame. This happens to be different from language modelling

in speech where the models are trained at a word level, therefore the duration of each

symbol is immaterial. The language model simply models the transition probabilities

given sequences of words. In order to decompose the problem of learning transition

probabilities and durations, MLMs can be trained on sequences of notes or chords

without any repetition. A separate model can be used to model the durations of

note combinations or chords. Or alternatively, the RNNs can be supplemented with

duration models for each symbol and both the transition probabilities and durations

can be learnt jointly. The problem of repeating frames can also be addressed by

supplementing the RNN with an external differentiable memory (Graves et al., 2014;

Grefenstette et al., 2015). It has been shown that RNNs with external memories

are able to perform copy, replacement and sorting tasks more effectively than regular

RNNs. The external memory allows the RNN to write to and copy from memory as

necessary, without having to compress all the information in the hidden state.

Earlier we discussed data augmentation for acoustic models. Similar ideas can be

applied to MLMs to increase the size of the training dataset. For instance, the data to

train MLMs can be transposed across all tonalities. This would provide the network

with significantly more data and also encourage the network to learn translation

invariance across pitches. An alternative method to encourage the network to learn

translation invariance would be to use convolutional filters along the pitch axis, rather

than the fully connected input layers to the RNN.

The ideas, methods and results presented in this thesis provide some evidence

that demonstrates that neural networks can be effective for analysing the contents

of music and environmental audio. However, this study merely scratches the surface

of the possibilities of neural networks approaches for audio signal analysis. As in

other domains, we hope that the fields of music and environmental audio processing

adopt the use of neural networks for processing low-level features. This will allow
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researchers to focus on modelling higher-level structural aspects of audio signals.

Similarly, we hope that learning distributions (or language models) and structure

over temporal sequences of notes, chords and acoustic events is explored further,

since these methods have the potential to significantly advance the state-of-the-art in

music and environmental audio analysis.
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