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Abstract

We boost the efficiency and robustness of distribution-based matching by random subsampling which results in the minimum number of samples required to achieve a specified probability that a candidate sampling distribution is a good approximation to the model distribution. The improvement is demonstrated with applications to object detection, Mean-Shift tracking using color distributions and tracking with improved robustness for low-resolution video sequences. The problem of minimizing the number of samples required for robust distribution matching is formulated as a constrained optimization problem with the specified probability as the objective function. We show that surprisingly Mean-Shift tracking using our method requires very few samples. Our experiments demonstrate that robust tracking can be achieved with even as few as 5 random samples from the distribution of the target candidate. This leads to a considerably reduced computational complexity that is also independent of object size. We show that random subsampling speeds up tracking by two orders of magnitude for typical object sizes.

1. Introduction

Suppose that we have a model distribution and a search space in which target candidates are compared with the model distribution. The target candidate closest to the model distribution is considered a match. This distribution matching problem appears in various forms such as matching for Time Series, Object Detection, Registration and Tracking. A recently proposed technique called Integral Histogram [1] can obtain histograms for all possible target candidates efficiently in Cartesian Space by assuming that an exhaustive search is required in the search space. After constructing an initial histogram, the technique recursively propagates the aggregated histogram and traverses through the rest of the search space along a scan-line. During each iteration, only a single bin is updated using the Integral Histogram at the previously visited neighboring data points. The histogram of any target candidate can be obtained efficiently with very few arithmetic operations given the integral histogram evaluated for the previous iteration. However, despite that this technique was designed for efficiency gain, it only works well when an exhaustive search is needed. Local optimization algorithms such as Mean Shift tracking do not require exhaustive searches to find the optimal solution. Thus, no or little efficiency gain can be achieved with Integral Histogram when there is no need for global optimization.

We propose a novel approach making use of the fact that not all samples from a target candidate are needed to obtain an sufficiently accurate approximation to the distribution of the target candidate. The distribution is randomly subsampled to form the approximate sampling distribution of the candidate. We estimate the minimum number of samples required for the sampling distribution as a good approximation to the original distribution according to a specified probability, which indicates the reliability of distribution matching with random subsampling. The proposed method leads to significant efficiency gain both for local and global optimization and the estimated minimum number of samples required specifies the resolution limit of the object for robust tracking. We demonstrate these through our experiments with applications to object detection (global optimization), Mean-Shift tracking using color distributions (local optimization) and robust tracking in low-resolution videos (local optimization). It is shown that the proposed method leads to significant efficiency gain both for local and global optimization and the estimated minimum number of samples required specifies the resolution limit of the object for robust tracking. We demonstrate these through our experiments with applications to object detection (global optimization), Mean-Shift tracking using color distributions (local optimization) and robust tracking in low-resolution videos (local optimization). It is shown that the proposed method reduces the processing time of Mean-Shift tracking by two orders of magnitude for tracking typical object sizes. Thus, part of this work is devoted to the application to Mean-Shift tracking. Efficient distribution matching for Mean-Shift tracking provides a basis for robust real-time multi-object tracking, object tracking in low-resolution videos and real-time tracking on cheap mobile devices.

Much effort has been made in recent years to develop effective algorithms for real-time object tracking. Neverthe-
less, most tracking algorithms still suffer from fundamental problems including drifts away from targets [3] (partially due to change of viewpoint), inability to adapt to changes of object appearance, dependence on the first frame for template matching [4], instability to track objects under deformations (e.g., deformed contours), the inefficiency of Monte Carlo simulations for temporal tracking [5], and reliance on gradients by active contours [6], i.e., problems with similar intensities on the background and the object, or high gradient edges on the object itself. These problems are due to the complexity of the object dynamics. We also have to deal with difficult tracking conditions which include illumination changes, occlusions, changes of viewpoint, moving cameras and non-translational object motions like zooming and rotation. In particular, Mean-Shift tracking [2] has attracted much attention because of its efficiency and robustness to track nonrigid objects with partial occlusions, significant clutter and variations of object scale. However, as pointed out by Yang and Duraiswami [7], the computational complexity of traditional Mean-Shift tracking is quadratic in the number of samples, making real-time performance difficult. Although the complexity can be made linear with the application of Fast Gauss Transform [7], tracking in real-time remains a problem when large or multiple objects are involved. We propose to boost the efficiency of Mean-Shift tracking using random subsampling. The computational complexity of Mean-Shift tracking with random subsampling is independent of the object size. Therefore, it allows large or multiple objects to be tracked in real time. We also show that, instead of passing hundreds of samples to a traditional Mean-Shift tracker, only 5 random samples are required for the Mean-Shift object tracking with a relatively simple distribution and 15 samples with a typical distribution. In our experiments, random subsampling significantly reduces the processing time by two orders of magnitude for typical object sizes.

2. Distribution Matching

Each bin of the histogram estimate of a sampling distribution follows the Poisson Distribution. Hence, the $\chi^2$ statistic can be used to compute the probability that a model distribution and a sampling distribution are different. To estimate the minimum numbers of samples required from the target candidate and the target model, it is necessary to calculate the $\chi^2$ statistic for the probability, $Pr$, that a candidate sampling distribution, $\hat{\rho}$, is closer to the model distribution, $\hat{\rho}$ than the background distribution $\hat{\rho}$. $1 - Pr$ is the probability for the condition that the similarity measure fails. Specifically, let $\rho[a, b]$ be a given similarity measure. The probability that $\rho[\hat{\rho}, \hat{\rho}] \leq \rho[\hat{\rho}, \hat{\rho}^\prime]$ should be lower than a specified value $1 - Pr$ (our requirement of the reliability), i.e. the probability that

$$\sum_{i=1}^{m} \sqrt{p_i q_i} \leq \sum_{i=1}^{m} \sqrt{r_i q_i} \quad (1)$$

where the Bhattacharyya Coefficient is used as the similarity measure with $\rho[\hat{\rho}, \hat{\rho}^\prime] = \sum_{i=1}^{m} \sqrt{p_i q_i}$ and $m$ is the number of bins for the histogram estimates. However, our derivation of the minimum number of samples required for distribution matching in this work is general enough for any similarity measure to be used. When both of the candidate and model distributions, $\hat{\rho}$ and $\hat{\rho}^\prime$, are randomly subsampled and compared, we use the $\chi^2$ statistic [8]

$$\chi^2 = \sum_{i} \frac{(\sqrt{S_i R_i} - \sqrt{S_i S_i})^2}{R_i + S_i} \quad (2)$$

where $R_i$ and $S_i$ are the numbers of events in bin $i$ from two separate distributions and

$$R = \sum_i R_i, \quad S = \sum_i S_i \quad (3)$$

are the numbers of samples. With the normalized histogram estimate of the candidate and model sampling distributions, $\hat{\rho}$ and $\hat{\rho}^\prime$,

$$\chi^2 = \sum_{i} \frac{(\sqrt{S_i R_i} - \sqrt{S_i S_i})^2}{R_i + S_i} = R S \sum_{i} \frac{(\hat{\rho}_i - \hat{\rho}'_i)^2}{R_i + S_i} \quad (4)$$

where $R$ becomes the number of samples for the model sampling distribution, $\hat{\rho}'$, and $S$ becomes the number of samples for the candidate sampling distributions, $\hat{\rho}$. Both of the candidate and the model distributions, $\hat{\rho}$ and $\hat{\rho}'$, can be subsampled to achieve efficient gain. Notice that the distribution of the model never changes during tracking while the candidate distribution has to be evaluated repeatedly in order to find the subwindow closest to the model. As it is not necessary to subsample the model distribution for efficiency gain, instead of subsampling both distributions, only the candidate distribution is subsampled and the model distribution is estimated once during initialization. If only the target candidate is subsampled, the $\chi^2$ statistic becomes

$$\chi^2 = \sum_{i} \frac{(N_i - n_i)^2}{n_i} \quad (5)$$

$$\chi^2 = \sum_{i} \frac{(N_i \hat{\rho}_i - N \hat{\rho}'_i)^2}{N \hat{\rho}_i} = N \sum_{i} \frac{(\hat{\rho}_i - \hat{\rho}'_i)^2}{\hat{\rho}_i} \quad (6)$$

where $N$ is the number of samples for the candidate sampling distribution, $\hat{\rho}$, when only the candidate distribution,
\( \hat{p} \), is subsampled. The probability that two distributions are not different can be obtained using the \( \chi^2 \) probability function \( Q(\chi^2; \nu) = Q(\frac{\hat{p} - \hat{q}}{\sqrt{\hat{p} + \hat{q}}}) \), where \( Q(\frac{\hat{p} - \hat{q}}{\sqrt{\hat{p} + \hat{q}}}) \) is the incomplete Gamma function and \( \nu \) is the number of degree of freedom [8]:

\[
Pr = Q\left(\frac{1}{2}, \frac{1}{2} \chi^2_N\right)
\]  

(7)

3. A Constrained Optimization Problem

For all \( \hat{p} \) satisfying

\[
\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} \leq \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i},
\]

(8)

we find \( \hat{p} \) with the lowest probability that the sampling distribution, \( \hat{p} \), and the model distribution, \( \hat{q} \), are different. In other words, we estimate, after random subsampling, how likely would \( \sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} \) be greater than \( \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i} \), given the number of samples, \( N \). The problem to find the probability that a candidate sampling distribution is closer to the model distribution than the background distribution is a constrained optimization problem with the objective function as the probability. The \( \chi^2 \) probability function is a monotonic function of \( \chi^2 \) given by Equation 7. Thus, to minimize the probability, \( 1 - Pr \), i.e.

\[
\min_{\hat{p}} (1 - Pr_N(\hat{p})),
\]

subject to \( \sum_{i=1}^{m} \hat{p}_i = 1, \) and \( 0 \leq \hat{p}_i \leq 1 \) \( \forall i \)

(9)

3.1. Incomplete Gamma Function and Its Inverse

The incomplete Gamma function gives us the corresponding probability for a given \( \chi^2 \) and \( \nu \), the degree of freedom:

\[
Q(a, x) = \frac{1}{\Gamma(a)} \int_{x}^{\infty} e^{-t} t^{a-1} dt \quad (a > 0)
\]

(10)

where

\[
\Gamma(z) = \int_{0}^{\infty} t^{z-1} e^{-t} dt.
\]

(11)

However, in our case, a specified probability, \( Pr \), and the degree of freedom, \( \nu \) are given and we need to know \( \chi^2 \). That is to say the inverse of the incomplete Gamma function needs to be computed. There does not exist any analytic solution to the inverse of the incomplete Gamma function. We adopt a numerical method by DiDonato and Alfred [9] that requires only a few iterations to obtain the \( \chi^2 \) for the specified probability.
3.2. Lagrangian Multipliers

Lagrange Multipliers are used to solve constrained optimization problems with differentiable functions. The method maximizes an associated function called the Lagrangian, $L$, with an additional control variable, $\lambda_i$ for each constraint. To deal with inequality constraints before introducing the complementary slackness condition to eliminate solutions for the inequality constraints. Hence, the inequality constraint in Equation 9

$$\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} \leq \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i}$$

can be transformed to the equality constraint

$$\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} = \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i}. \quad (12)$$

We use Lagrange Multipliers to solve the constrained optimization problem with the multipliers $\lambda_1$ and $\lambda_2$. The Lagrangian is

$$L = \sum_{i} \left( \frac{\hat{p}_i - \hat{q}_i}{\hat{q}_i} \right)^2 - \lambda_1 \left( \sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} - \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i} \right) - \lambda_2 \left( \sum_{i=1}^{m} \hat{p}_i - 1 \right) \quad (13)$$

with constraints

$$\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} = \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i}, \text{ and } \sum_{i=1}^{m} \hat{p}_i = 1. \quad (14)$$

To find the minimum of $L$, we obtain the partial derivative $\partial L / \partial \hat{p}_i$:

$$\frac{\partial L}{\partial \hat{p}_i} = 2 \left( \frac{\hat{p}_i - \hat{q}_i}{\hat{q}_i} \right) - \lambda_1 \frac{1}{2} \sqrt{\hat{q}_i} - \lambda_2 \quad (15)$$

and let

$$\frac{\partial L}{\partial \hat{p}_i} = 0. \quad (16)$$

We have the following set of nonlinear equations to be solved:

$$\frac{4}{\hat{q}_i} \hat{p}_i + 2(\lambda_2 - 2)\hat{p}_i - \lambda_1 \sqrt{\hat{q}_i} = 0 \quad \forall i \quad (17)$$

$$\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} - \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i} = 0 \quad (18)$$

$$\sum_{i=1}^{m} \hat{p}_i - 1 = 0 \quad (19)$$

3.3. Constraint Satisfaction

Instead of solving the $m + 2$ nonlinear equations using numerical methods ($m$ could be very large), we obtain an analytic solution to the optimization problem on a case-by-case basis.

When $\hat{r}$ and $\hat{q}$ do not overlap in the color space (Case 1),

$$\sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i} = 0 \quad (20)$$

which, to satisfy the constraint in Equation 9, requires

$$\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} = 0. \quad (21)$$

It is impossible to satisfy Equation 21 because $\hat{p}$ is a sampling distribution of $\hat{q}$. $\hat{p}$ and $\hat{q}$ must overlap in the color space. Therefore, the constraint cannot be satisfied when $\hat{r}$ and $\hat{q}$ do not overlap and the candidate sampling distribution must be closer to the model distribution than the background distribution regardless of the number of samples used, $N$. In this case, theoretically, we can use any number of samples larger than 0.

When $\hat{r}$ and $\hat{q}$ do not largely overlap (Case 2), $\sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i}$ is small. To check if there exists any $\hat{p}$ satisfying the constraint in Equation 9, we can compare the minimum of $\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i}$ with $\sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i}$. If the condition

$$\min_{\hat{p}} \sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} \leq \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i} \quad (22)$$

cannot be satisfied, there does not exist any $\hat{p}$. We can obtain the smallest $\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i}$ possible when $\hat{p}_s = 1$ where $s$ is the index for the bin of $\hat{q}$ with the lowest value except 0. Thus, we have

$$\min_{\hat{p}} \sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} = \sqrt{\hat{q}_s}. \quad (23)$$

And, we check if there exists any $\hat{p}$ satisfying the constraint in Equation 9 using

$$\sqrt{\hat{q}_s} \leq \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i}. \quad (24)$$

The number of samples, $N$, can be any number larger than 0 if Equation 24 is not satisfied.

When $\hat{r}$ is close to $\hat{q}$ (Case 3), i.e. there exists any $\hat{p}$ satisfying the constraint in Equation 9, we use an approximation to the solution derived in the following section.

3.4. Analytic Solution

To minimize $\sum_{i=1}^{m} (\hat{p}_i - \hat{q}_i)^2 / \hat{q}_i$, $\hat{p}$ has to be close to $\hat{q}$ while satisfying $\sum_{i=1}^{m} \sqrt{\hat{p}_i \hat{q}_i} \leq \sum_{i=1}^{m} \sqrt{\hat{r}_i \hat{q}_i}$. Hence, $\hat{p}$ should be...
very close to the hyperplane

$$\sum_{i=1}^{m} \sqrt{\hat{p}_i q_i} = \sum_{i=1}^{m} \sqrt{\hat{r}_i q_i}$$ \hspace{1cm} (25)$$

when \( \hat{p} \) is closest to \( \hat{q} \). In addition, it can be observed that although different similarity measures give different values (quantitative differences) when the difference of two distributions is measured, they exhibit little qualitative differences. With the little qualitative differences,

$$\sum_{i} (\hat{p}_i - \hat{q}_i)^2 \approx \sum_{i} (\hat{r}_i - \hat{q}_i)^2$$ \hspace{1cm} (26)$$

if \( \sum_{i=1}^{m} \sqrt{\hat{p}_i q_i} = \sum_{i=1}^{m} \sqrt{\hat{r}_i q_i} \). Therefore, \( \min \hat{p} \sum_{i} (\hat{p}_i - \hat{q}_i)^2 / \hat{q}_i \) with \( \hat{p} \) on the hyperplane (25) using Equation 26 equals \( \sum_{i} (\hat{r}_i - \hat{q}_i)^2 / \hat{q}_i \). The final analytic solution to Equation 9 is approximately

$$\min \hat{p} \chi^2_N \{ \hat{p} \} \approx N \sum_{i \in T} (\hat{r}_i - \hat{q}_i)^2 / \hat{q}_i$$ \hspace{1cm} (27)$$

where \( T = \{ i : \hat{q}_i \neq 0 \} \).

### 3.5. Numerical Solution by Monte Carlo methods

A numerical solution to the constrained optimization problem can be obtained using the acceptance-rejection method. In order to find the minimum of \( \sum_{i} (\hat{p}_i - \hat{q}_i)^2 / \hat{q}_i \), we consider \( \hat{p} \) as a random vector. \( N_p \) samples of \( \hat{p} \) are generated by rejecting \( \hat{p} \) when the constraint \( \sum_{i} \sqrt{\hat{p}_i q_i} \leq \sum_{i} \sqrt{\hat{r}_i q_i} \) in Equation 9 is not satisfied. Note that the number of samples, \( N_p \), generated for \( \hat{p} \) does not include the rejected samples. With \( \hat{p} \), the distribution of \( \sum_{i} (\hat{p}_i - \hat{q}_i)^2 / \hat{q}_i \) can also be obtained. When \( N_p \) is large enough, the solution equals the smallest \( \sum_{i} (\hat{p}_i - \hat{q}_i)^2 / \hat{q}_i \) from the set of samples \( \hat{p} \).

The image in Figure 3 is used to give us an idea how many samples are required for reliable distribution matching. In the image, the face is the target for the estimation of the model distribution, \( \hat{q} \). One of the hands and the background with part of the face are the negative examples for the background distributions, \( \hat{r} \). With the hand as the negative example used for the estimation of \( \hat{r} \), the numerical solution is 2.01 while, with the background and part of the face used for the estimation of \( \hat{r} \), the numerical solution is 4.25. Both of the solution values are obtained twice by repeating the Monte Carlo methods to see the effects of statistical fluctuations. For the repeated run, the solution values are respectively 2.06 and 4.17. We can compare the numerical solution with our analytic solution shown in Table 1. Although the analytic solution is not very accurate, it can be used for real-time applications because of its simplicity. A safer approach is to multiply the number of samples required by a factor such as 2 so as to compensate for the lack of accuracy when the approximate analytic solution is used.

The time required to obtain the numerical solution on Matlab depends on the number of rejected samples. It is 69.52 seconds with the hand as the negative example and 561.97 seconds with the background and part of the face in Figure 3. In addition, the solution for Case 1 and Case 2 (when \( \hat{q} \) and \( \hat{r} \) do not largely overlap) is not an approximation so the numerical solution is not necessary at all for Case 1 and Case 2.

<table>
<thead>
<tr>
<th></th>
<th>Background</th>
<th>Hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Run</td>
<td>4.25</td>
<td>2.01</td>
</tr>
<tr>
<td>Second Run</td>
<td>4.17</td>
<td>2.06</td>
</tr>
<tr>
<td>Analytic Solution</td>
<td>2.62</td>
<td>2.31</td>
</tr>
</tbody>
</table>

Table 1. The Obtained Numerical Solution and Analytic Solution

With the solution in Table 1 which is \( \min \hat{p} \sum_{i} (\hat{p}_i - \hat{q}_i)^2 / \hat{q}_i \), we need \( \hat{p} \) the specified probability that Equation 8 is satisfied and the degree of freedom of the histogram for the candidate sampling distribution, \( \nu \), to calculate the number of samples required using the inverse of the incomplete Gamma function. \( \nu + 1 \) equals the number of bins of the histogram for the model distribution with \( \hat{q}_i \neq 0 \). Let us set \( Pr = 1 - 10^{-4} \) (our requirement for the reliability) and we have \( \nu = 12 \). With the numerical method mentioned in Section 3.1, we obtain \( \chi^2_N = 39.14 \). As \( \chi^2_N = N \min \hat{p} \sum_{i} (\hat{p}_i - \hat{q}_i)^2 / \hat{q}_i \), the number of samples required, \( N = \chi^2_N / \min \hat{p} \sum_{i} (\hat{p}_i - \hat{q}_i)^2 / \hat{q}_i \), with the hand as the negative example is 19.47. \( N \), with the background and part of the face as the negative example is equal to 9.21.

### 4. Improved Mean-Shift Tracking

The probabilities of color \( u \) in the target model and the target candidate are given by

$$\hat{q}_i = C \sum_{i=1}^{n} k(||x^*_i||^2) \delta [b(x^*_i) - u],$$ \hspace{1cm} (28)$$
\[ \hat{p}(y) = C_h \sum_{i=1}^{m} k(\frac{|y - x_i|}{h}) \delta[b(x_i) - u] \]  

(29)

where \( C \) and \( C_h \) are normalization factors, \( x_i \) and \( y \) are the pixel locations of the target model and the target candidate, and \( k \) is a convex and monotonic decreasing kernel profile. The distance between the two discrete distributions is defined as [2]

\[ d(y) = \sqrt{1 - \rho(\hat{p}(y), \hat{q})} \]  

(30)

where

\[ \hat{p}(y) = \rho(\hat{p}(y), \hat{q}) = \sum_{i=1}^{m} \sqrt{\hat{p}_i(y)\hat{q}_i} \]  

(31)

the sample estimate of the Bhattacharyya coefficient between \( p \) and \( q \).

Our derived minimum number of samples required, \( N \), with the specified probability, \( 1 - Pr \), that

\[ \sum_{i=1}^{m} \sqrt{\hat{p}_i\hat{q}_i} \leq \sum_{i=1}^{m} \sqrt{\hat{r}_i\hat{q}_i} \]  

(32)

can be applied to estimate the reliability of Mean-Shift tracking with random subsampling. When random subsampling is utilized, the reliability of tracking can be estimated by our specified probability, \( 1 - Pr \), that the similarity measure for Mean-Shift tracking fails (the condition 32).

5. Experiments

For Mean-Shift tracking with random subsampling, we evaluate the efficiency of the proposed method and obtained the surprising result that Mean-Shift tracking requires only very few samples. Robust tracking can be achieved with as few as even 5 random samples from the image of the object. With random subsampling, the computational complexity of Mean-Shift tracking is independent of object size. Near real-time performance is obtained even in our Matlab implementation because, instead of passing hundreds of samples to a traditional Mean-Shift tracker, only 5 random samples are required for the Mean-Shift tracker to track objects with a relatively simple distribution and 15 samples for a typical distribution. The speed of our tracker is 2.17 fps (frames per second) to track the head of a person in a given video sequence while the speed of a traditional implementation used in [7] is 0.011 fps (197 times slower) with the same tracking sub-window size of 24x25 (600 samples without random subsampling).

Our first four experiments, as shown in Figure 1, evaluate the number of random samples required to track a typical object which is a human face in the experiments. In the first experiment, only 5 random samples are picked from each of the candidate and model images, 10 samples in the second experiment, 15 samples in the third and all samples from the candidate and model images (traditional Mean-Shift tracking) in the fourth. Tracking fails with too few samples. The tracker fails with 5 samples from the image of the object. With 10 samples, as shown in the second row of Figure 1, the tracker tracks the object successfully but the trajectory is not very stable when compared with the tracker with 150 samples (fourth row). There is no difference between the tracking performance of the Mean-Shift tracker with 15 samples (third row) and that of the tracker with 150 samples. A larger number of samples more than 15 does not make any difference to the tracking performance of the tracker. On Matlab, the time required for the tracking in Experiments 1, 2, 3 and 4 are 2.95 fps, 2.63 fps, 2.18 fps and 0.04 fps respectively. Experiments 5, 6, 7 and 8, as shown in Figure 2, evaluate the number of random samples required to track an object with a relatively simple distribution which is the head of a person. In Experiment 5, only 2 random samples are picked from each of the candidate and model images, 3 samples in Experiment 6, 15 samples in Experiment 7 and all samples from the candidate and model images (traditional Mean-Shift tracking) in Experiment 8. The tracker fails with 2 samples from the image of the object. With 3 samples, as shown in the second row of Figure 2, the tracker tracks the object successfully but the trajectory is not very stable when compared with the original Mean-Shift tracker (fourth row). There is no difference between the tracking performance of the Mean-Shift tracker with 5 samples (third row) and that of traditional Mean-Shift tracking. Therefore, for an object with a relatively simple color distribution, a larger number of samples more than 5 does not make any difference to the tracking performance of the tracker. Moreover, Figure 8 shows the Root-Mean-Square difference in the tracked positions against the number of samples used. Notice that we compared the tracked positions with the positions from the tracker using 100 samples. Both of the original Mean-Shift tracker [2] and a variant using a new similarity measure by Yang, Duraiswami and Davis [7] are evaluated with random subsampling. Although the latter method uses a kernel function instead of histograms to estimate the color distributions of the target candidate and target model, the performance is similar to that of the original tracker with any number of samples used for tracking. With our Matlab implementation, the time required for the tracking in Experiments 5, 6, 7 and 8 are 3.19 fps, 3.12 fps, 2.17 fps and 0.011 fps respectively. Successful tracking with 5 random samples is 197 times faster than traditional Mean-Shift tracking with the same tracking sub-window size of 24x25 (600 samples without random subsampling). The computational complexity of traditional Mean-Shift tracking is quadratic in the number of samples. In our experiments, random subsampling significantly reduces the pro-
cessing time by two orders of magnitude for typical object sizes. The near real-time performance in our Matlab implementation demonstrates that Mean-Shift tracking with random subsampling runs much faster than 30 frames per second as a Matlab implementation is typically at least two orders of magnitude slower than an implementation with C.

We should note that the Mean-Shift vector from the original Mean-Shift tracking algorithm [2] suffers from numerical problems when the number of samples is too low (usually when \( N \leq 10 \) for Experiments 1-8). The problems are due to the denominator of the vector. When the number of samples is low, the denominator can become 0. Mean-Shift tracking with a new similarity measure by Yang, Duraiswami and Davis [7] does not suffer from numerical problems even when the number of samples is very low (the algorithm works as long as the number of samples is larger than 1).

Further experiments evaluate Mean-Shift tracking with
random subsampling (using the new similarity measure [7]) to track fast moving objects in three different videos in the resolution of 320x240. The scenes in the videos include a person dancing in front of the camera in Figure 4, a hockey player dribbling the hockey puck in Figure 5 and a hockey player crashing into the other and pushed over in Figure 6. It is demonstrated that our tracker is able to track fast moving objects with the number of samples $N = 50$.

5.1. Efficient Object Detection and Object Tracking in Low-Resolution Videos

Significant efficiency gain with random subsampling for object detection using exhaustive searches has also been achieved as shown in Figure 7. Only 10 samples from the target candidate are needed for successful object detection instead of all 600 samples from each subwindow.

The estimated minimum number of samples also provides a basis to analysis the tracking performance of the tracker for low-resolution video sequences. A video sequences is down-sampled to create low-resolution video sequences to test the validity of our estimate. Figure 9 shows Mean-Shift tracking is able to track a subwindow with the size of 5x5 pixels. There are only 25 samples available to the tracker.

6. Conclusion

To conclude, we boost the efficiency and robustness of distribution-based matching by random subsampling with applications to object detection. Mean-Shift tracking using color distributions and tracking with improved robustness for low-resolution video sequences. The minimum number of samples required for distribution matching is derived to achieve a specified probability that a candidate sampling distribution is a good approximation to the model distribution. Random subsampling with the minimum of the samples required is shown to significantly speed up tracking by two orders of magnitude for typical object sizes.
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