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Abstract. We consider the problem of person search in unconstrained
scene images. Existing methods usually focus on improving the person
detection accuracy to mitigate negative effects imposed by misalign-
ment, mis-detections, and false alarms resulted from noisy people auto-
detection. In contrast to previous studies, we show that sufficiently re-
liable person instance cropping is achievable by slightly improved state-
of-the-art deep learning object detectors (e.g. Faster-RCNN), and the
under-studied multi-scale matching problem in person search is a more
severe barrier. In this work, we address this multi-scale person search
challenge by proposing a Cross-Level Semantic Alignment (CLSA) deep
learning approach capable of learning more discriminative identity fea-
ture representations in a unified end-to-end model. This is realised by
exploiting the in-network feature pyramid structure of a deep neural net-
work enhanced by a novel cross pyramid-level semantic alignment loss
function. This favourably eliminates the need for constructing a compu-
tationally expensive image pyramid and a complex multi-branch network
architecture. Extensive experiments show the modelling advantages and
performance superiority of CLSA over the state-of-the-art person search
and multi-scale matching methods on two large person search bench-
marking datasets: CUHK-SYSU and PRW.
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1 Introduction

Person search aims to find a probe person in a gallery of whole unconstrained
scene images [41]. It is an extended form of person re-identification (re-id) [12]
by additionally considering the requirement of automatically detecting people in
the scene images besides matching the identity classes. Unlike the conventional
person re-id problem assuming the gallery images as either manually cropped or
carefully filtered auto-detected bounding boxes [40, 24, 3, 15, 20, 44, 25, 39, 37, 2,
44], person search deals with raw unrefined detections with many false cropping
and unknown degrees of misalignment. This yields a more challenging matching
problem especially in the process of person re-id. Moreover, auto-detected person
boxes often vary more significantly in scale (resolution) than the conventional
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person re-id benchmarks (Fig. 1(b)), due to the inherent uncontrolled distances
between persons and cameras (Fig. 1(a)). It is therefore intrinsically a multi-scale

matching problem. However, this problem is currently under-studied in person
search [41, 47, 28].
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Fig. 1. Illustration of the intrinsic multi-scale matching challenge in person search. (a)
Auto-detected person bounding boxes vary significantly in scale. (b) The person scale
distribution of CUHK-SYSU (person search benchmark) covers a much wider range
than manually refined CUHK-03 (person re-id benchmark).

In this work, we aim to address the multi-scale matching problem in person
search. We show that this is a significant factor in improving the model match-
ing performance, given the arbitrary and unknown size changes of persons in
auto-detected bounding boxes. However, existing methods [41, 47, 28] focus on
the person detection and localisation in scene images, which turns out not to be
a severe bottleneck for the overall search performance as indicated in our exper-
iments. For example, using the ground-truth person bounding boxes only brings
a Rank-1 gain of 1.5% alongside employing ResNet-50 [14] for person search on
the CUHK-SYSU benchmark [41]. In contrast, with the same ResNet-50 model,
our proposed multi-scale matching learning improves the person search Rank-1
rate by 6.0% on the same benchmark (Fig. 6).

We make three contributions in this study: (1) We identify the multi-scale
matching problem in person search – an element missing in the literature but
found to be significant for improving the model performance. (2) We formulate
a Cross-Level Semantic Alignment (CLSA) deep learning approach to addressing
the multi-scale matching challenge. This is based on learning an end-to-end in-
network feature pyramid representation with superior robustness in coping with
variable scales of auto-detected person bounding boxes. (3) We improve the
Faster-RCNN model for more reliable person localisation in uncontrolled scenes,
facilitating the overall search performance. Extensive experiments on two bench-
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marks CUHK-SYSU [41] and PRW [47] show the person search advantages of the
proposed CLSA over state-of-the-art methods, improving the best competitor by
7.3% on CUHK-SYSU and 11.9% on PRW in Rank-1 accuracy.

2 Related Work

Person Search Person search is a recently introduced problem of matching
a probe person bounding box against a set of gallery whole scene images [41,
47]. This is challenging due to the uncontrolled false alarms, mis-detections, and
misalignment emerging in the auto-detection process. In the literature, there
are only a handful of person search works [41, 47, 28]. Xiao et al. [41] propose a
joint detection and re-id deep learning model for seeking their complementary
benefits. Zheng et al. [47] study the effect of person detection on the identity
matching performance. Liu et al. [28] consider recursively search refinement to
more accurately locate the target person in the scene. While existing methods
focus on detection enhancement, we show that by a state-of-the-art deep learn-
ing object detector with small improvements, person localisation is not a big
limitation. Instead, the multi-scale matching problem turns out a more severe
challenge in person search. In other words, solving the multi-scale problem is
likely to bring more performance gain than improving person detection (Fig.
6(c)).
Person Re-Identification Person search is essentially an extension of the con-
ventional person re-id problem [12] with an additional requirement of automatic
person detection in the scenes. Given the manual construction nature of re-id
datasets, the scale diversity of gallery images tends to be restricted. It is simply
harder for humans to verify and label the person identity of small bounding
boxes, therefore leading to the selection and labelling bias towards large boxes
(Fig. 1(b)). Consequently, the intrinsic multi-scale matching challenge is artifi-

cially suppressed in re-id benchmarks, hence losing the opportunity to test the
real-world model robustness. Existing re-id methods can mostly afford to ignore
the problem of multi-scale person bounding boxes in algorithm design. Whilst
extensive efforts have be made to solving the re-id problem [39, 23, 7, 36, 40, 24, 3,
46, 20, 48, 37, 17, 25, 22, 38, 5, 6], there are only limited works considering multi-
scale matching [5, 29]. Beyond all these existing methods, our CLSA is designed
specially to explore the in-network feature pyramid in deep learning for more
effectively solving the under-studied multi-scale challenge in person search.

3 Cross-Level Semantic Alignment for Person Search

We want to establish a person search system capable of automatically detecting
and matching persons in unconstrained scenes with any probe person. With the
arbitrary distances between people and cameras in public space, person images
are inherently captured at varying scales and resolutions. This raises the multi-
scale matching challenge. To overcome this problem, we formulate a Cross-Level
Semantic Alignment (CLSA) deep learning approach. An overview of the CLSA
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is illustrated in Fig. 2. The CLSA contains two components: (1) Person detection
which locates all person instances in the gallery scene images for facilitating the
subsequent identity matching. (2) Person re-identi�cation which matches the
probe image against a large number of arbitrary scale gallery person bounding
boxes (the key component of CLSA). We provide the component details below.
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Fig. 2. Overview of the proposed multi-scale learning person search framework. (a)
Person detection for cropping people from the whole scene images at (b) varying scales
(resolutions). (c) Person identity matching is then conducte d by a re-id model.

3.1 Person Detection

As a pre-processing step, person detection is important in order toachieve accu-
rate search [41, 47]. We adopt the Faster-RCNN model [35] as the CLSA detec-
tion component, due to its strong capability of detecting varying sized objects
in unconstrained scenes. To further enhance person detection performance and
e�ciency, we introduce a number of design improvement on the original model.
(1) Instead of using the conventional RoI (Region of Interest) pooling layer, we
crop and resize the region feature maps to 14� 14 in pixel, and further max-pool
them to 7� 7 for gaining better e�ciency [4]. (2) After pre-training the back-
bone ResNet-50 net on ImageNet-1K, we �x the 1st building-block (the 1st 4
layers) in �ne-tuning on the target person search data. This allows to preserve
the shared low-level features learned from larger sized source data whilst simul-
taneously adapting the model to target data. (3) We keep and exploit all sized
proposals for reducing the mis-detection rate at extreme scales in uncontrolled
scenes before the Non-Maximum Suppression (NMS) operation. In deployment,
we consider all detection boxes scored above 0:5, rather than extracting a �xed
number of boxes from each scene image [47]. This is because the gallery scene
images may contain varying (unknown in priori) number of people.

3.2 Multi-Scale Matching by Cross-Level Semantic Alignment

Given auto-detected person bounding boxes at arbitrary scales from the gallery
scene images, we aim to build a person identity search model robust for multi-




























