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Abstract

Social policy interventions, such as nudges (behavioral change techniques), have gained significant traction globally. But what do the public think? Does the type of expert proposing a nudge influence the kinds of evaluations the public make about nudges? Three experiments investigated this by presenting a US (N = 689) and UK sample (N = 978) with descriptions of nudges (genuine and fictitious) proposed by either scientists or the government. Overall, compared to opaque and fictitious nudges, transparent, and genuine nudges were judged more ethical and plausible, and scientists proposing them were judged more trustworthy than a government working group. Also, trust in fictitious interventions proposed by scientists was higher than in genuine interventions proposed by a government working group.
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Introduction

Social scientific claims have become highly influential in the public domain, particularly recently in the context of social policy interventions. A dominant example of this is behavioral interventions, under the catch all term “nudges” (Thaler & Sunstein, 2008), which have become highly popular decision-support methods used by governments to help in a wide range of areas such as health, personal finances, and general wellbeing (Curchin, 2017; Osman, 2016). The scientific claim, informed by psychological and behavioral economic research, is that to help people make better decisions regarding their lifestyle choices, and those that improve the welfare of the state, what is potentially effective is subtly changing the framing of the decision-making context, which makes prominent the option which maximizes long term future gains (Thaler & Sunstein, 2008; Sunstein, 2016a). In essence the position adopted by Nudge enthusiasts is that poor social outcomes are often the result of poor decision-making, and in order to address this, behavioral interventions such as nudges can be used to reduce the likelihood of poor decisions being made in the first place (Curchin, 2017). This article aims to shed light on public opinion regarding social policy interventions, particularly with respect to the agent (Government, Scientist) that is proposing the intervention, and the extent to which trust is attributed to them. The key question of interest is the extent to which congruence between specific level of expertise (Government, Scientist) and the subject domain (behavioral interventions) impacts public trust in the agent for different types of interventions being proposed (plausibility of the interventions).

Nudges generally come in two types – opaque and transparent. Opaque nudges are purported to work covertly, so that the decision-maker has minimal awareness of the manipulation, and how it is designed to influence their behavior (e.g., defaults, re-arrangement of choice alternatives, or using visual images to promote a positive or negative message). In contrast, transparent nudges explicitly identify what behavior needs changing and the reasons for this change (e.g., educational campaigns, clearer labelling on consumer products) (Felsen, Castelo, & Reiner, 2013). In addition, nudges work for either the good of the individual (e.g., reducing calorie intake, increasing retirement funds, increasing exercise), referred to as pro-self nudges, or the good of the population (e.g., increasing organ
donations, promoting recycling, home reducing energy usage), referred to as pro-social nudges (Hagman et al., 2015).

Considerable work has discussed and evaluated the effectiveness of different types of nudges (Benartzi et al, 2017; Berman & Johnson, 2015; Johnson & Goldstein, 2003; Marteau et al, 2011), how best to implement them (Grüne-Yanoff, & Hertwig, 2016; Marteau, 2017), their ethical issues (Oliver, 2013; Osman, 2016; Sunstein, 2016a), and when they should be used to complement more conventional regulatory methods (e.g., mandates, taxes, bans, financial incentives) (House of Lords, 2011; Michie, van Stralen, & West, 2011; Sunstein, 2014, 2016a).

While the predominate focus on studying nudges has been on establishing their efficacy, a new research focus in the social sciences has been directed towards examining public opinion towards them (Arad, & Rubinstein, 2015; Felsen, Castelo, & Reiner, 2013; Hagman et al., 2015; Hedlin, & Sunstein, 2016; Jung & Mellers, 2016; Reisch, & Sunstein, 2016; Reisch, Sunstein & Gwozdz, 2016; Sunstein, 2016b). Also, there has been work examining the publics' appetite for nudges over more conventional methods of social policy regulation (Mazzocchi et al., 2015; Sunstein, Reisch, & Rauber, 2017). The findings show that the public is overwhelmingly more accepting of transparent over opaque nudges, though if told that opaque nudges are more effective, then there is marginal switching of favourable opinion towards opaque ones (Sunstein, 2016). Moreover, when presented with a choice between personal active choice or a behavioral intervention, the public opt for active choice, expressing an interesting in maintaining their own agency over their lifestyle choices (Arad, & Rubinstein, 2015; Hedlin, & Sunstein, 2016). There is also a stronger preference for pro-self (which impinge more on personal lifestyle choices) over pro-social nudges, although liberal political affiliation and higher empathic dispositions shift preferences towards pro-social nudges (Hagman et al., 2015; Jung & Mellers, 2016; Tannenbaum, Fox, & Rogers, 2015).

While these findings provide some indication of how the public in the US, Europe, Africa, and Asia tend to consider nudges, the surveys predominately concern judgements of acceptance, approval, or preference. Few surveys consider the extent to which nudges are judged as restricting an individual’s freedom, or whether they are judge to be effective (Arad, & Rubinstein, 2015; Hagman et al., 2015), and none thus far have focused on examining the issue of trust, particularly with respect to the agent that is proposing the nudge. As such, the
present set of experiments address, in depth, how the public judge the plausibility of behavioral interventions, their perceived transparency, their ethicality, and trust in the agent that is proposing them. In the experiments presented here, the public were required to make judgments about transparent and opaque nudges, in which the expert proposing the nudges was either a group of scientists with relevant expertise in the area, or a government working group with comparatively less relevant expertise (Experiment 1a, 1b; in Experiment 2 relevant expertise was matched in both groups). From the findings discussed here, public opinion is generally more favourable towards transparent compared to opaque nudges. By extension, in the set of experiments we conduct, we test the following hypothesis:

1. **Hypothesis 1:** Compared to actual opaque behavioral interventions, judgments of the perceived transparency of actual transparent behavioural interventions will be higher.
2. **Hypothesis 2:** Compared to opaque behavioral interventions, judgments of ethicality of transparent behavioural interventions will be higher.
3. **Hypothesis 3:** Compared to opaque behavioral interventions, judgments of plausibility of transparent behavioural interventions will be higher.
4. **Hypothesis 4:** Compared to opaque behavioral interventions, judgments of trust in the proposer of transparent behavioural interventions will be higher.

With respect to the first hypothesis, the vast majority of public surveys commonly explore public attitude towards transparent and opaque nudges. We extend this by examining the perceived transparency of the intervention that is designed to change behavior. The reason for including a question of this kind is as follows: we expect, given the critical differences in the social scientific definition between transparent and opaque nudges, that if the definitions are consistent with the public’s perception of them, then as is outlined in Hypothesis 1, the more the public perceive a nudge as transparent the easier it is to identify how it changes behavior.

Taken together, the predicted direction of judgments outlined in Hypotheses 1-4 is based on the well-known Halo effect (Nisbett & Wilson, 1977; Thorndike, 1920). A positive evaluation of transparent nudges should lead to positive attributions made regarding other dimensions which are related (perceived transparency, ethicality), as well as unrelated (plausibility). Also, as mentioned, there have been no public surveys on nudges that have explicitly examined
trust in relation to the expert proposing the nudge (i.e. government, scientists). By expert we mean a speaker that is perceived to be capable of making correct and informed assertions (Pornpitakpan, 2004). By trust we mean the degree to which an audience perceives the assertions made by a communicator to be ones that the speaker considers valid (Hovland, Janis, & Kelley, 1953).

Exploring these issues not only provides new insights in the domain of public attitudes on nudges, but also sheds light on growing academic interest in public trust of scientists. In particular, how people navigate and evaluate scientific communication (Strong, 2017). The way scientists communicate claims regarding matters of public interest has been investigated in areas such as climate change (Hmielowski, et al, 2014), genetically modified food (Lang, & Hallman, 2005) and stem cell research (Critchley, 2008), to name but a few. Much of the work has considered the extent to which the public trusts scientific claims being made, and in some cases, how trust in scientists differs from the same claims being made by policy makers, political activists, and the media. Some work shows that scientists fare better than policy makers, government officials, and the media (Gauchat, 2012; IPSOS MORI, 2016; Marques, Critchley, & Walshe, 2015). However, the opinion of scientists is guided by the public’s own scientific knowledge regarding the topic of the scientific claims (Lewandowsky & Oberauer, 2016; Sturgis, & Allum, 2004), and their political affiliation; those leaning towards conservative political positions showing greater scepticism in scientists (Gauchat, 2012). Moreover, if scientists are seen to act in collaboration with politicians and industry then opinion drops (Critchley, 2008; Oreskes & Conway, 2011). The latter finding suggests that the incentives that motivate scientific research also influences judgments of trust.

One of the many factors that can make communication persuasive to an audience (Petty & Cacioppo, 1986; McGuire, 1978) is the source of the communication (Lewandowsky & Oberauer, 2016; Lupia, 2013; Teeny, Briñol, & Petty, 2016; for review see, Pornpitakpan, 2004). How does this apply in the context of scientific communication? Several studies have investigated the impact of credibility on the uptake of science communication online; there are now a vast range of online outlets from which scientific findings are communicated (Brossard, 2013). The evidence suggests that science communication is better recalled (McKnight & Coronel, 2017), and is more appealing (Winter & Krämer, 2012), when the topic
and the expertise of the scientist are congruent. In other words, congruency effects based on the compatibility between the domain of expertise of the source (i.e. the expert) with the scientific topic make the communication more persuasive. The explanation here is that subject-area experts tend to have richer and more detailed knowledge of their own scientific topics of interest (Ericsson & Lehmann, 1996). This means the information they communicate on the topic is more credible. Also, if the public has little or no expertise in the scientific topic, they will more likely put more trust in those judged to have highly relevant expertise in the topic they are discussing, especially if they communicate the information confidently (Sniezek & Van Swol, 2001). Much the same is found in the area of advertising where the importance of congruency effects in source credibility has also been explored through what is known as the matching-hypothesis (Kamins, & Gupta, 1994). When congruent, consumers will process both the endorser and the product more favourably (Amos, Holmes, & Strutton, 2008; Fleck, Korchia, & Le Roy, 2012).

In fact, congruency effects have a long established history in cognitive psychology, particularly in the domain of cognitive control (Notebaert, Gevers, Verbruggen, & Liefgooghe, 2006; Osman, 2014; Stroop, 1935). The congruency effect is well explained by the Monitoring Hypothesis (Botvinick, Braver, Barch, Carter, & Cohen, 2001). This is based on a theoretical account of cognitive control which claims that there is top-down monitoring of information such that when a conflict is detected this prompts additional cognitive resources being allocated to the task at hand. A conflict, such as one between the scientific domain of expertise and the topic of communication, will lead to greater effort in processing which can then have damaging effects on judgments associated with the scientist and the topic.

Extending the Monitoring hypothesis to the focus of interest of the present set of experiments we consider the following: if there is a greater congruence between the domain of expertise and scientific topic area, then less cognitive effort will be spent processing the content of the scientific communication. Also, by the same token, more favourable judgments about the source and the content of the communication will be made. In the present set of experiments, the congruency between source and scientific communication was high in conditions where the expert (i.e. scientists researching in the topic of behavioural interventions) and the communication (i.e. presenting findings advocating behavioral
interventions) closely matched. Congruency was low in conditions where the expert (i.e. a government working group that had no specific expertise in behavioural interventions) and the communication (i.e. presenting findings advocating behavioral interventions) was not specifically matched. Thus, in line with the monitoring hypothesis, and taken together with the evidence from research examining the congruency of domain of expertise and scientific topic, we test the following hypothesis:

5. Hypothesis 5: As a result of higher congruency between source and the topic of the science communication, the public will show higher judgments of trust for the high congruency conditions [scientists] compared to the low congruency conditions [a government group].

To further test the impact of the congruency manipulation we also manipulated the plausibility of the scientific details regarding the behavioral interventions. Two (i.e. exercise, personal finance) out of the five behavioral interventions described to participants have actually been implemented (i.e. plausible). To encourage more exercise nudges have been employed in stairwells to entice people to use them more (Åvitsland, Solbraa, & Riiser, 2017; Kerr, Eves, & Carroll, 2001; Marshall et al, 2002). To improving personal finance (e.g., investments, retirement funds) a pre-selected option is built into products to ease the burden of choice (Benartzi, et al, 2017; Drescher, Roosen, & Marette, 2014). The remaining three nudges included in our experiments were completely fictitious and have not been implemented as behavioral interventions. However, they have attracted media attention because of their dubious nature as sources of behavioral change, and have featured in many discussions on scienceforum.com. On this point, the implausible inventions share a commonality with the plausible interventions, for the reason that serious doubts have been raised regarding their efficacy (for review see Lin, Osman, & Aschroft, 2017).

As specified by the Monitoring Hypothesis (Notebaert, et al, 2006; Osman, 2014), when there is greater congruence, in this case between the domain of expertise and scientific topic area, then less cognitive effort will be spent processing critical information, i.e. the content of the scientific communication. Here we used the level of scrutiny regarding the plausibility of the behavioral interventions as a proxy for the amount of processing effort directed towards the
content of the communication. So that we further test the impact of congruency in the following way:

6. Hypothesis 6: As a result of higher congruency between source and science communication, there will be higher judgments of trust in the High Congruency conditions [scientists proposing the interventions] compared to the Low Congruency conditions [a government working group], regardless of the plausibility of the behavioral intervention.

While public trust of scientific claims can be gained through high levels of source credibility, it can be easily eroded through revelations of financial ties to multinationals and conflicts of interest (Cho, et al, 2000; Dana & Loewenstein, 2003; Elliott & Resnik, 2014; Lewandowsky, Ecker, Seifert, Schwarz, & Cook, 2012; McComas, 2008; Rosenstock & Lee, 2002). Given that the present set of experiments are concerned with whether source credibility might influence trust in the communication of social science to support social policy interventions, we are also concerned with how easily trust can be eroded. Therefore, we examine the extent to which additional information about funding conditions that motivate the research carried out by the experts (i.e. scientists, government working group) differentially impacts judgments of trust. There is work to suggest that if trust in respected and credible institutions is high, then a revelation that can potential undermine that trust will lead to a more substantial drop in trust compared to institutions in which trust is already relatively lower (Löfstedt, 2003, 2005; McComas, 2008).

7. Hypothesis 7: Providing information regarding potential conflicts of interest in the motivations behind proposing behavioral interventions will lead to a decrease in judgments of trust in the High Congruency conditions [scientists] compared to the Low Congruency conditions [a government working group].

Experiment 1a and 1b

Methods

Design
To investigate the various factors of interest we introduced the following critical between subject manipulations: 1) The agent proposing the social policy intervention (World leading scientists, Government working group, Control Condition – in which no information was provided); 2) The transparency of the intervention (transparent, opaque) which refers to the distinctions as defined in the nudge literature; 3) the presence of conflicts of interest in which information was presented indicating the underlying incentives for the scientists/government working group that motivated their proposing the interventions (Conflicts of Interest Absent [Experiment 1a], Conflict of Interest Present [Experiment 1b]).

Thus, Experiment 1a involved the following conditions: 1) High congruency condition (transparent) [interventions proposed by scientists]; 2) High congruency condition (opaque interventions) [interventions proposed by scientists]; 3) Low congruency condition (transparent) [interventions proposed by a government working group]; 4) Low congruency condition (opaque) [interventions proposed by a government working group]; 5) Control condition (transparent); 6) Control condition (opaque). In Experiment 1b the same six conditions were presented, but the only difference was an additional piece of text that indicated the underlying incentives for the scientists/government working group that would have motivated the interventions they proposed; these details were only presented to the High Congruency and Low Congruency conditions, and not the control conditions.

Experiment 1a and 1b presented participants with descriptions of five different behavioral interventions, and in each case participants were either presented with a transparent or opaque version of one of the interventions. Both experiments were run in November 2016. Two of the five behavioral interventions were based on genuine interventions that are currently being implemented presented in Table 1. The three other interventions were completely fictitious. As mentioned, this was to examine the extent to which public opinion is sensitive to the plausibility of behavioral interventions that are proposed, and whether as a result of congruency effects, their higher estimation of the credibility of the scientists proposing the interventions overwhelms the assessment of the plausibility of the scientific claims being made. These are presented in Table 1.
Table 1. Genuine and Fictitious behavioral interventions.

<table>
<thead>
<tr>
<th>Genuine Intervention</th>
<th>Transparent version</th>
<th>Opaque version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing fitness</td>
<td>posters on stairwells</td>
<td>art work on stairwells</td>
</tr>
<tr>
<td>Increasing retirement savings</td>
<td>a traffic light system (red, amber, green) indicating riskiness of retirement products</td>
<td>an automatic opt-out system</td>
</tr>
<tr>
<td>Fictitious Intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increasing energy efficiency by reducing hair-drier usage</td>
<td>Educational programme</td>
<td>An automatic shut off system after 3 mins</td>
</tr>
<tr>
<td>Decreasing the negative (carcinogenic) impact of drinking coffee by stirring for 60 seconds</td>
<td>Posters informing people to stir coffee for 60 seconds</td>
<td>Having café staff stir coffee for 60 seconds</td>
</tr>
<tr>
<td>Increasing energy efficiency by reducing number of right hand turns made in vehicles (left in USA)</td>
<td>Signals on dashboards instructing drivers to make left turn</td>
<td>Vehicles fitted with steering wheels that make it hard to perform right turns</td>
</tr>
</tbody>
</table>

In sum, in the design of Experiment 1a and 1b participants were randomly allocated to one of six conditions based on two critical manipulations adopting the following design: 2(Conflict of Interest: Absent [Experiment 1a], Present [Experiment 1b]) x 2 (Sample: US, UK) x 3 (Congruency of source and content: High congruency (i.e. Top Scientists), Low congruency (Government working group), Control) x 2 (Transparency: Transparent, Opaque) x 2 (Plausibility: High [Genuine interventions], Low [Fictitious interventions]). After they were presented with 5 demographic questions, participants were then provided descriptions of 5 behavioral interventions, the presentation of which was randomized for each. For the 5 behavioral interventions (2 genuine, 3 fictitious) all participants were required to respond to for judgment questions concerning: 1) the perceived transparency of the intervention designed to change behavior, 2) plausibility of behavioral interventions, 3) the ethicality of the interventions, and 4) trust in the agent that is proposing the interventions, also presented in random order.
Participants

Experiment 1a and 1b included US and UK samples (Experiment 1a: US N = 322, UK N = 246; Experiment 1b: US N = 367, UK N = 368) They were presented via Qualtrics and launched via Prolific Academic - a crowd sourcing system for participant recruitment worldwide. All participants were financially compensated for their time (90 cents). The eligible population size from which participants were recruited on Prolific academic was approximately 10,000 US citizens, and 9,000 UK citizens. We used this as a basis on which to determine our sample sizes. For a confidence interval of 99% with a margin of error of 5%, the required sample size is 610-622 (Barlett, Kotrlik, & Higgins, 2001). For both experiments ethics approval from QMUL college ethics board was granted under the project titled Ethical concerns around nudges, QMER2014/S4. Participants were presented with the questions online. Participants were given 4 probative questions regarding behavioral interventions but were first presented with 5 demographic questions (the responses to which are summarised in Table 2). With regards to the demographic questions, participants were asked to type their age in a text box [continuous measure], and provide details of their gender (Female [score 1], Male [score 2], Rather not say [Score 3]), along with their political affiliation (Left [Score 1], Centre [Score 2], Right [Score 3], Other [Score 4]), their educational background (High school [Score 1], diploma/foundation [Score 2], Bachelors degree [Score 3], Masters degree [Score 4], PhD [Score 5], Other [Score 6]), and religious orientation (Definitely religious [Score 1], Not sure [Score 2], Definitely not religious [Score 3]). These formed the basic question regarding demographics and social/cultural characteristics.

Table 2 Participants profile from Experiment 1a and 1b combined, and Experiment 2.

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1a &amp; 1b</th>
<th>Experiment 1a &amp; 1b</th>
<th>Experiment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample</strong></td>
<td>US</td>
<td>UK</td>
<td>UK</td>
</tr>
<tr>
<td><strong>Total participants</strong></td>
<td>689 (all US residents or nationals, first language English)</td>
<td>614 (all UK residents or nationals, first language English)</td>
<td>364 (all UK residents or nationals, first language English)</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td>313 (45%)</td>
<td>337 (55%)</td>
<td>276 (75%)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td>Mean 32.66 (SD = 12.01) ranging from 18-74</td>
<td>Mean 36.09 (SD = 12.73) ranging from 18-72</td>
<td>Mean 36.23 (SD = 11.06) ranging from 18-72</td>
</tr>
</tbody>
</table>
**Educational background**

- Mixed, 54.4% qualified with a degree (at bachelor degree and postgraduate level).

**Political affiliation**

- 54.3% identifying as left, 12% as centre, 19% as right, and 14.7% as other.

**Religion**

- 31.9% reported that they did not have one, 24.2% reported that they were not sure, 1% preferred not to say, and 43.1% reported that they had a religion.

---

**Procedure**

General instructions for all six conditions: After consenting to take part in the Experiment, all participants were provided with the following general instructions which were implemented for Experiment 1a and 1b. “This study examines attitudes towards Behaviour Change. In this study we are going to ask you a number of questions on the subject of the use of methods to change people’s behavior. If you agree to take part in this research, you will be asked to give your views on the methods that have been proposed, and also answer some demographic questions. Your participation in this study will take about 14 minutes. This study has been approved by Queen Mary University Ethics board. Your participation is voluntary. Also, your participation in this research is confidential. In the event of publication of this research, no personally identifying information will be disclosed.”

Instructions presented to the High congruent conditions in both Experiment 1a & 1b; Participants were presented with the following: “For each of the following five scenarios that you will soon be presented with, the world’s leading scientists in the relevant subject domain have developed a set of simple methods that adjust the way information is presented, so that it can help people to make better decisions. In each case the work was based on studies over more than 8 years, involved at least 3 Nobel prize winners and Professors working collaboratively from Universities including Harvard, MIT, Oxford and Cambridge. Each study
was based on at least 120 peer-reviewed publications in the relevant leading academic journals. The reason for using these methods is to help improve people’s behaviour, because in many day-to-day contexts people may not make a decision that is best for their own health, wealth, and their happiness”.

In Experiment 1b, the following additional text, which was absent in Experiment 1a, directly followed after the above paragraph: “Depending on the success of the proposed methods, which requires an uptake of 20% of the target population, the Scientists will receive financial support for their continuing work on related activities for the next 5 years” This piece of text was also presented at the end of each of the five scenarios.

Instructions presented to the Low congruent conditions in both (Experiment 1a & 1b): After the main instructions participants were then presented the following: “For each of the five following scenarios you will soon be presented with, a small working group of political activists with interests relevant to the subject matter have been developing a set of simple methods that adjust the way information is presented, so that it can help people to make better decisions. In each case the working groups were made up of politicians, members of the relevant special interest groups and members of the public, and for each case the recommendations were based on extended discussions with relevant stakeholders. The reason for using these methods in each scenario is to help improve people’s behavior, because in many day-to-day contexts people may not make a decision that is best for their own health, wealth, and their happiness.”

In Experiment 1b, the following additional text, which was absent in Experiment 1a, directly followed after the above paragraph: “Depending on the success of the proposed methods, which requires an uptake of 20% of the target population, the Government Working Group will receive financial support for their continuing work on related activities for the next 5 years” This piece of text was also presented at the end of each of the five scenarios.

Instructions presented to the Control conditions (Experiment 1a & 1b): The instructions presented after the main general instructions were “In the following pages, you will review 5 contexts and within each context you will answer a set of questions in relation to that
context.” Then for each description of the behavioural intervention, participants were presented with just those details (none of the additional text presented in the High Congruent and Low Congruent conditions) and then asked to respond to the four dependent measures (identification, ethicality, plausibility, trust – detailed below). Crucially for the trust question, participants in all Control conditions were presented with two versions. They had to respond to both for each of the five descriptions of the behavioural interventions. Imagine that a Government working group planned to recommend this method, to what extent do you trust that they have your best interests in mind? [Scale 1 = I don’t trust them at all – 9 = I fully trust them]. Imagine that a group of Top Scientists planned to recommend this method, to what extent do you trust that they have your best interests in mind? [Scale 1 = I don’t trust them at all – 9 = I fully trust them]. The reason for this was to provide a direct baseline comparison for responses to the trust questions presented in the High congruent and Low congruent conditions.

The general details of the scenarios presented in Table 3 were amended so that they were sensitive to the sample, i.e. National Health Service (NHS) for the UK sample was replaced with Health services for the US sample, and financial details were converted into $ for the US sample, finally, the left/right hand steering for Fictitious scenario 3 was amended to be sample sensitive (UK = Right turn, US = left turn).

Table 3. Genuine and Fictitious scenarios.

<table>
<thead>
<tr>
<th>Transparent</th>
<th>Opaque</th>
</tr>
</thead>
<tbody>
<tr>
<td>This piece of text appeared at the end of each scenario. There are two types of methods: <strong>Transparent and non-transparent</strong>.</td>
<td>This piece of text appeared at the end of each scenario. There are two types of methods: <strong>Transparent and non-transparent</strong>.</td>
</tr>
<tr>
<td>A transparent method works in such a way that anyone can easily identify the actual method used to change their behavior, as well as easily identify how their behavior is changed by it.</td>
<td>A transparent method works in such a way that anyone can easily identify the actual method used to change their behavior, as well as easily identify how their behavior is changed by it.</td>
</tr>
<tr>
<td>A non-transparent method works in such a way that no one can identify the actual method used to change their behavior, and no one can identify how their behavior is changed by it.</td>
<td>A non-transparent method works in such a way that no one can identify the actual method used to change their behavior, and no one can identify how their behavior is changed by it.</td>
</tr>
</tbody>
</table>
In order to increase exercise, and increase peoples’ fitness levels, people should climb between 20-25 flights of stairs each day in order to improve their aerobic power and in turn their cardiorespiratory fitness. It is estimated that doing this will increase individual life expectancy by 5 years, and if undertaken by each person not currently doing regular exercise, it would save the NHS £1.2 billion per year within 3 years.

METHOD: Stairwells now have posters with messages placed at strategic positions so as to encourage people to use stairs instead of lifts or escalators/elevators.

In order to save more money for their retirement, people should pay more attention to the riskiness of their investment schemes, because in most cases people make poor financial decisions. By taking fewer risks, it is estimated that doing this will increase individual personal savings by 42%, and if undertaken by each person that is not currently saving enough for their retirement the economic burden on social services would be reduced by 28% within a 5 year period.

METHOD: For any investment scheme that an individual plans to put their savings into (for retirement purposes), a traffic light system is presented to them to indicate which is the low risk and which is the high risk investment scheme.

In order to reduce energy consumption in the home, and save money on fuel bills, the most effective means is to limit the usage of hair dryers to 3 minutes. Compared to all other common home appliances, hair dryers use the most power (Watts) per hour, especially if they were bought before January 2016. It is estimated that if this measure was adopted across the world it would lead to a reduction of 30 tons of carbon emissions and would help most countries meet their carbon reduction emission targets within 20 years.

METHOD: An advertising campaign has been used to educate people as to the appropriate length of time that they should use hair dryers.

In order to prevent any of the harmful effects of drinking coffee regularly, the most reliable way to do this is to continuously stir the coffee for
approximately 60 seconds in order to prevent the release of chemicals (salicylates) that increase blood glucose levels and increase inflammation associated with diabetes and cardiovascular disease. It is estimated that doing this will increase individual life expectancy of regular coffee drinkers by 3 years, and if undertaken by each regular coffee drinker would save the NHS £1 billion per year within 5 years.

**METHOD:** The signage in cafes reminds you of the health benefits of stirring coffee for 60 seconds.

**Fictitious 3**

In order to help reduce carbon emissions, and improve fuel efficiency, all vehicles in the UK should minimize making right turns wherever possible. Fuel consumption of all motor vehicles is substantially uneven with right turns consuming nearly twice as much fuel as left turns. It is estimated that if every driver in the UK reduced the number of right turns they make by 85% then within 5 years the UK will meet its carbon reduction emission targets.

**METHOD:** Vehicles now have signals on the dashboard that indicate the level of fuel consumed after each turn is performed.

**Dependent Measures presented to every participant:**

For each scenario participants were asked the following four probative questions.

1) **To what extent is it easy for you to identify HOW your behavior is going to be changed by the psychological method?** [Scale 1 = I cannot easily identify how my behavior is changed by the method to 100 = I can easily identify how my behavior is changed by the method]. The mean responses were calculated separately for genuine and fictitious interventions.

2) **To what extent do you think the proposed method is plausible?** [Scale 1 = not plausible at all – 100 = completely plausible]. The mean responses were calculated separately for genuine and fictitious interventions.
3) Do you think there are ethical issues concerning this method? [Response options Yes/No]. The proportion of y/n responses were coded separately for genuine and fictitious interventions.

4) Given that the {“Government working group”/”Academic working group”} plan to recommend this method, to what extent do you trust that they have your best interests in mind? [Scale 1 = I don’t trust them at all – 9 = I fully trust them]. The mean responses were calculated separately for genuine and fictitious interventions.

Once participants had completed all questions for all five scenarios, the experiment was complete.

Results

Both Cohen’s $d$ and partial $\eta^2$ are presented in the results section in Experiment 1(1a,1b) and Experiment 2. Cohen (1988) provides a benchmark to define small (.1), medium (.3) and large (.5) effects where Cohen’s $d$ is presented. Where partial $\eta^2$ effect sizes are presented we use the classification which specifies effects as small (.02), medium (.13) and large (.26) (Bakeman, 2005). As a consequence of the experimental design, our models include more than one IV, and only in a few planned comparisons did we compare against a control condition. Therefore, for these reasons, and to keep the continuity of reporting the results simple across comparisons, and erring on the side of caution, we use partial $\eta^2$ effect size classification, which in all comparisons appears to be more conservative that Cohen’s $d$. 
<table>
<thead>
<tr>
<th>Measure</th>
<th>Intervention type</th>
<th>Group 1 M</th>
<th>SD</th>
<th>N</th>
<th>Intervention type</th>
<th>Group 2 M</th>
<th>SD</th>
<th>N</th>
<th>Cohen's d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifiability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transparent</td>
<td></td>
<td>70.1126</td>
<td>22.2162</td>
<td>1302</td>
<td>Opaque</td>
<td>63.8329</td>
<td>21.6401</td>
<td>1104</td>
<td>0.022</td>
</tr>
<tr>
<td>Genuine</td>
<td></td>
<td>68.9391</td>
<td>20.7988</td>
<td>1303</td>
<td>Fictitious</td>
<td>64.8954</td>
<td>23.8151</td>
<td>1303</td>
<td>0.007</td>
</tr>
<tr>
<td>Plausibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transparent</td>
<td></td>
<td>58.7222</td>
<td>22.3917</td>
<td>1303</td>
<td>Fictitious</td>
<td>30.9109</td>
<td>21.4863</td>
<td>1103</td>
<td>0.287</td>
</tr>
<tr>
<td>Genuine</td>
<td></td>
<td>47.1399</td>
<td>26.0821</td>
<td>1302</td>
<td>Opaque</td>
<td>42.4969</td>
<td>25.0705</td>
<td>1104</td>
<td>0.008</td>
</tr>
<tr>
<td>High Congruency</td>
<td>Academic working group</td>
<td>46.7902</td>
<td>25.9312</td>
<td>1334</td>
<td>Low Congruency (Academic working group)</td>
<td>43.425</td>
<td>26.1243</td>
<td>888</td>
<td>0.006</td>
</tr>
<tr>
<td>High Congruency</td>
<td>Academic working group</td>
<td>46.7902</td>
<td>25.9312</td>
<td>1334</td>
<td>Control (Academic working group)</td>
<td>44.1843</td>
<td>25.8493</td>
<td>842</td>
<td>0.003</td>
</tr>
<tr>
<td>Ethicality (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genuine</td>
<td></td>
<td>91.3377</td>
<td>30.9052</td>
<td>1303</td>
<td>Fictitious</td>
<td>74.0548</td>
<td>23.3834</td>
<td>1303</td>
<td>0.138</td>
</tr>
<tr>
<td>Transparent</td>
<td></td>
<td>90.1464</td>
<td>21.6654</td>
<td>1302</td>
<td>Opaque</td>
<td>75.2306</td>
<td>24.4876</td>
<td>1108</td>
<td>0.080</td>
</tr>
<tr>
<td>US Sample</td>
<td></td>
<td>84.2155</td>
<td>25.1198</td>
<td>1378</td>
<td>UK Sample</td>
<td>80.9174</td>
<td>27.6175</td>
<td>1228</td>
<td>0.004</td>
</tr>
<tr>
<td>Experiment 1a</td>
<td></td>
<td>6.773406</td>
<td>25.3671</td>
<td>1316</td>
<td>Experiment 1b</td>
<td>7.672049</td>
<td>27.0149</td>
<td>1274</td>
<td>0.049</td>
</tr>
<tr>
<td>Transparent</td>
<td>Experiment 1a &amp; Genuine only</td>
<td>94.9025</td>
<td>16.2258</td>
<td>282</td>
<td>Opaque (Experiment 1a &amp; Genuine only)</td>
<td>90.38462</td>
<td>21.6498</td>
<td>288</td>
<td>0.011</td>
</tr>
<tr>
<td>Transparent</td>
<td></td>
<td>95.0314</td>
<td>19.3218</td>
<td>369</td>
<td>Opaque (Experiment 1b &amp; Genuine only)</td>
<td>87.29308</td>
<td>24.1809</td>
<td>369</td>
<td>0.021</td>
</tr>
<tr>
<td>Transparent</td>
<td>Experiment 1a &amp; Fictitious only</td>
<td>86.6459</td>
<td>23.7223</td>
<td>282</td>
<td>Opaque (Experiment 1a &amp; Fictitious only)</td>
<td>85.71406</td>
<td>23.3746</td>
<td>282</td>
<td>0.176</td>
</tr>
<tr>
<td>Transparent</td>
<td>Experiment 1b &amp; Fictitious only</td>
<td>85.09821</td>
<td>24.567</td>
<td>369</td>
<td>Opaque (Experiment 1b &amp; Fictitious only)</td>
<td>61.75359</td>
<td>27.2183</td>
<td>369</td>
<td>0.196</td>
</tr>
<tr>
<td>Trust (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genuine</td>
<td>High Congruency only</td>
<td>6.79215</td>
<td>5.58558</td>
<td>442</td>
<td>Fictitious (High Congruency only)</td>
<td>5.82484</td>
<td>5.87009</td>
<td>442</td>
<td>0.072</td>
</tr>
<tr>
<td>Transparent</td>
<td>High Congruency only</td>
<td>6.05432</td>
<td>7.08858</td>
<td>432</td>
<td>Opaque (High Congruency only)</td>
<td>5.80657</td>
<td>7.10448</td>
<td>432</td>
<td>0.025</td>
</tr>
<tr>
<td>High Congruency</td>
<td>Academic working group</td>
<td>6.39077</td>
<td>8.08867</td>
<td>884</td>
<td>Control (Academic working group)</td>
<td>6.149644</td>
<td>7.83922</td>
<td>842</td>
<td>0.002</td>
</tr>
<tr>
<td>High Congruency</td>
<td>Genuine only</td>
<td>6.79215</td>
<td>5.58558</td>
<td>442</td>
<td>Control (Genuine only)</td>
<td>6.40617</td>
<td>5.62085</td>
<td>421</td>
<td>0.041</td>
</tr>
<tr>
<td>High Congruency</td>
<td>Fictitious only</td>
<td>5.60514</td>
<td>1.727243</td>
<td>440</td>
<td>Control (Fictitious only)</td>
<td>5.859112</td>
<td>1.985812</td>
<td>422</td>
<td>0.000</td>
</tr>
<tr>
<td>Genuine</td>
<td>Low Congruency only</td>
<td>5.60514</td>
<td>1.727243</td>
<td>440</td>
<td>Fictitious (Low Congruency only)</td>
<td>5.549091</td>
<td>1.946104</td>
<td>440</td>
<td>0.089</td>
</tr>
<tr>
<td>Transparent</td>
<td>Low Congruency only</td>
<td>5.41515</td>
<td>1.707091</td>
<td>454</td>
<td>Opaque (Low Congruency only)</td>
<td>5.742739</td>
<td>1.928432</td>
<td>432</td>
<td>0.031</td>
</tr>
<tr>
<td>Low Congruency</td>
<td>Low Congruency working group</td>
<td>5.79215</td>
<td>7.270925</td>
<td>880</td>
<td>Control (Low Congruency working group)</td>
<td>4.481314</td>
<td>1.932145</td>
<td>842</td>
<td>0.025</td>
</tr>
<tr>
<td>Low Congruency</td>
<td>Low Congruency (Fictitious only)</td>
<td>5.60514</td>
<td>1.727243</td>
<td>440</td>
<td>Control (Low Congruency (Fictitious only)</td>
<td>5.049491</td>
<td>1.757967</td>
<td>421</td>
<td>0.031</td>
</tr>
<tr>
<td>Transparent</td>
<td>Low Congruency (Fictitious only)</td>
<td>4.74698</td>
<td>1.486124</td>
<td>440</td>
<td>Control (Fictitious (Low Congruency)</td>
<td>3.849127</td>
<td>1.596681</td>
<td>421</td>
<td>0.015</td>
</tr>
<tr>
<td>US Sample</td>
<td>Low Congruency (Low Congruency only)</td>
<td>5.16309</td>
<td>1.871564</td>
<td>466</td>
<td>Opaque (Low Congruency (Low Congruency only)</td>
<td>5.020914</td>
<td>1.872077</td>
<td>414</td>
<td>0.005</td>
</tr>
<tr>
<td>High Congruency</td>
<td>Low Congruency working group</td>
<td>6.39077</td>
<td>8.08867</td>
<td>884</td>
<td>Low Congruency (Low Congruency working group)</td>
<td>5.090214</td>
<td>8.18372</td>
<td>880</td>
<td>0.099</td>
</tr>
<tr>
<td>Genuine</td>
<td>(Controls Excluded)</td>
<td>6.22449</td>
<td>7.13316</td>
<td>882</td>
<td>Fictitious (Controls Excluded)</td>
<td>5.4305</td>
<td>7.47169</td>
<td>882</td>
<td>0.084</td>
</tr>
<tr>
<td>Transparent</td>
<td>Controls Excluded</td>
<td>6.01749</td>
<td>8.41756</td>
<td>886</td>
<td>Opaque (Controls Excluded)</td>
<td>5.84776</td>
<td>1.981587</td>
<td>878</td>
<td>0.027</td>
</tr>
<tr>
<td>High Congruency</td>
<td>&amp; Fictitious only</td>
<td>5.82428</td>
<td>8.87009</td>
<td>442</td>
<td>Low Congruency &amp; Genuine</td>
<td>5.361156</td>
<td>7.72743</td>
<td>440</td>
<td>0.030</td>
</tr>
<tr>
<td>Experiment 1a</td>
<td>Controls Excluded</td>
<td>5.78139</td>
<td>1.931141</td>
<td>772</td>
<td>Experiment 1b (Controls Excluded)</td>
<td>5.638273</td>
<td>1.940206</td>
<td>902</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Table 4. Results of pairwise comparisons across Experiments 1a, Experiment 1b, and Experiment 2 in which the comparison statistics are presented (n² and Cohen's d). The results presented in Table 4 are the pairwise comparisons (for all Experiments) organised in the order they appear in the results section of the present paper, separated by dependent measures.
variable. The comparison statistics include a comprehensive list of key comparisons ($\eta^2_P$ effect sizes and Cohen’s $d$).

**Judgments of perceived transparency:** For these and all remaining analyses presented, no observations were excluded. To examine the impact of our manipulations on judgments regarding perceived transparency we conducted a 2(Conflict of Interest: Absent [Experiment 1a], Present [Experiment 1b]) x 2 (Sample: US, UK) x 3 (Congruency of source and content: High congruency (Scientists), Low congruency (Government working group), Control) x 2 (Transparency: Transparent, Opaque) x 2 (Plausibility: High [Genuine interventions], Low [Fictitious interventions]) analysis of variance, along with a series of pairwise comparisons. Overall, the analyses showed that there was a small effect such that for transparent interventions participants found it easier to identify how their behavior would be changed ($M = 70.113$, $SD = 22.22$, $N = 1302$) as compared to opaque interventions ($M = 63.38$, $SD = 22.16$, $N = 1304$), ($\eta^2_P = .02$ [small], $d = .30$ [medium]). In addition, there was a very small effect suggesting that perceived transparency was judged higher for genuine ($M = 68.59$, $SD = 20.80$, $N = 1303$) compared to fictitious ($M = 64.90$, $SD = 23.83$, $N = 1303$) interventions, ($\eta^2_P = .007$ [very small], $d = .17$ [small]).

**Judgments of plausibility:** There was a large effect suggesting that genuine interventions ($M = 58.72$, $SD = 22.39$, $N = 1303$) were judged more plausible than fictitious interventions ($M = 30.91$, $SD = 21.49$, $N = 1303$), ($\eta^2_P = .29$ [large], $d = 1.27$ [large]); this indicates that our manipulation regarding the plausibility of the contexts was successful. There was a very small effect on plausibility judgments suggesting that they were impacted by transparency, with transparent interventions ($M = 47.14$, $SD = 26.08$, $N = 1302$) judged more plausible than opaque interventions ($M = 42.50$, $SD = 25.67$, $N = 1304$), ($\eta^2_P = .008$ [very small], $d = .17$ [small]). There was also a small effect suggesting that overall interventions were judged as more plausible in the High Congruent conditions ($M = 46.80$, $SD = 25.92$, $N = 884$), as compared to the Low Congruent conditions ($M = 43.43$, $SD = 26.02$, $N = 880$), ($\eta^2_P = .006$ [very small], $d = .13$ [small]). A very small effect indicated that interventions were also judged as more plausible in the High Congruent Conditions compared to Control conditions ($M = 44.19$, $SD = 25.92$, $N = 842$), ($\eta^2_P = .003$ [very small], $d = .10$ [small]). In addition, there was a small effect suggesting sample differences. The US sample gave higher overall plausibility.
judgments ($M = 47.64, SD = 25.92, N = 1378$) compared to the UK sample ($M = 41.65, SD = 25.69, N = 1228$), ($\eta^2_p = .01$ [small], $d = .23$ [small]).

**Ethicality judgments:** Ethicality judgments were based on a scoring of the percentage of interventions judged as ethical for genuine interventions and separately for fictitious interventions. Overall, a medium effect suggested that there was a higher percentage of favourable ethical judgments for genuine ($M = 91.33, SD = 20.96, N = 1303$) compared to fictitious ($M = 74.03, SD = 28.33, N = 1303$) interventions, ($\eta^2_p = .11$ [small], $d = .70$ [large]), and small effect suggest that transparent interventions ($M = 90.143, SD = 21.67, N = 1302$) were judged as more ethical than opaque ($M = 75.23, SD = 28.47, N = 1304$), ($\eta^2_p = .08$ [small], $d = .59$ [large]). A very small effect indicated that interventions were generally considered more ethical by participants in the US ($M = 84.25, SD = 25.12, N = 1378$) than those in the UK ($M = 80.92, SD = 27.61, N = 1228$), ($\eta^2_p = .004$ [very small], $d = .13$ [small]). A very small effect indicated that ethicality judgments were impacted by manipulations regarding the details of the incentives (absent in Experiment 1a, present in Experiment 1b) ($\eta^2_p = .001$ [very small], $d = .07$ [small]). There was also a very small Congruency x transparency x type of intervention interaction, ($\eta^2_p = .001$ [very small], $d = .22$ [small]). For genuine interventions, in the absence of conflicts of interest [Experiment 1a], there was a small effect ($\eta^2_p = .01$ [small], $d = .22$ [small]) when comparing ethicality judgments for transparent ($M = 94.50, SD = 16.23, N = 282$) and opaque versions ($M = 90.38, SD = 21.85, N = 286$). Similarly, in the presence of conflicts of interest [Experiment 1b] there was also a small effect ($\eta^2_p = .02$ [small], $d = .30$ [medium]), ethical judgments were higher for transparent ($M = 93.63, SD = 19.33, N = 369$) compared to opaque versions ($M = 87.30, SD = 24.18, N = 366$). For fictitious interventions, there was a medium effect ($\eta^2_p = .18$ [medium], $d = .92$ [large]), in the absence of conflicts of interest [Experiment 1a] ethical judgments were higher for transparent ($M = 86.64, SD = 23.67, N = 282$) than opaque versions ($M = 63.52, SD = 26.37, N = 286$). There was a large effect ($\eta^2_p = .20$ [large] $d = .99$ [large]) suggesting that in the presence of conflicts of interest [Experiment 1b] ethical judgments were higher for transparent ($M = 86.00, SD = 24.57, N = 369$) compared to opaque interventions ($M = 60.47, SD = 27.22, N = 366$).

**Judgments of Trust:** When it comes to judgments of trust, separate comparisons were conducted between High Congruency conditions and Control conditions, and Low
Congruency and Control conditions. Recall that for the Control conditions all participants were presented trust judgments for each type of expert (i.e. Scientists, Government working group) that could have been involved in proposing the behavioral interventions.

For trust judgments there was a small effect indicated that in the High Congruency conditions, trust was overall higher for genuine ($M = 6.80$, $SD = 1.59$, $N = 442$) compared to fictitious ($M = 5.82$, $SD = 1.89$, $N = 442$) behavioral interventions (left-hand pair of bars, left-hand facet, Fig. 1), ($\eta^2_P = .07$ [small], $d = .56$ [large]). There was also a small effect suggesting that there was greater trust for transparent ($M = 6.65$, $SD = 1.71$, $N = 432$) compared to opaque ($M = 5.98$, $SD = 1.84$, $N = 452$) interventions, ($\eta^2_P = .04$ [small], $d = .38$ [medium]).

**Fig. 1.** Judgments of trust in interventions, split by source (facet), congruency manipulation (within-facet pairs) and genuine (white bars) vs fictitious (grey bars) nature. Error bars reflect standard error.

There was a very small effect suggesting that the congruency manipulation affected judgments of trust for genuine and fictitious interventions when comparing the High Congruency Conditions with the Control Conditions (High Congruency, $M = 6.31$, $SD = 1.81$, $N = 884$; Control Condition, $M = 6.15$, $SD = 1.78$, $N = 842$), ($\eta^2_P = .002$ [very small], $d = .09$ [small]). A small effect revealed that for genuine interventions (white bars, left-hand facet, Fig. 1), those in the High Congruency conditions judged scientists higher ($M = 6.80$, $SD = 1.59$,
than in the Control conditions \( (M = 5.41, SD = 1.63, N = 421), (\eta^2_P = .01 [\text{small}], d = .24 [\text{small}]) \).

A medium effect revealed that trust judgments in the Low Congruency conditions were overall higher for genuine \( (M = 5.65, SD = 1.73, N = 440) \) compared to fictitious \( (M = 4.53, SD = 1.85, N = 440) \) behavioral interventions (left-hand pair of bars, right-hand facet, Fig. 1), \( (\eta^2_P = .10 [\text{small}], d = .62 [\text{large}]) \). There was a small effect revealing that there was greater trust for transparent \( (M = 5.41, SD = 1.76, N = 454) \) compared to opaque \( (M = 4.75, SD = 1.93, N = 426) \) interventions, \( (\eta^2_P = .03 [\text{small}], d = .36 [\text{medium}]) \).

A small effect showed that the congruency manipulation affected judgments of trust suggesting that overall trust judgments were higher in the Low Congruency conditions \( (M = 5.09, SD = 1.87, N = 880) \) compared to the Control conditions \( (M = 4.49, SD = 1.93, N = 842) \), \( (\eta^2_P = .03 [\text{small}], d = .32 [\text{medium}]) \). Small effects revealed higher trust in the Low Congruency conditions over Control conditions carried through to both genuine (white bars, right-hand facet, Fig. 1; \( (\eta^2_P = .03 [\text{small}], d = .36 [\text{medium}]) \)), and fictitious (grey bars, right-hand facet, Fig. 1; \( (\eta^2_P = .02 [\text{small}], d = .31 [\text{medium}]) \)) interventions. A very small sample difference was found in that the US sample gave higher ratings of trust in the Low Congruency conditions \( (M = 5.16, SD = 1.87, N = 466) \) compared to the UK sample \( (M = 5.02, SD = 1.87, N = 414) \), \( (\eta^2_P = .001 [\text{very small}], d = .07 [\text{small}]) \). On closer inspection, judgments of trust appeared to be higher for High Congruent conditions (left-hand pair of bars, left-hand facet, Fig. 1) compared to Low Congruency conditions (left-hand pair of bars, right-hand facet, Fig. 1), irrespective of whether the interventions were genuine or fictitious. To explore this, we directly compared judgments of trust between the High and Low Congruency conditions.

First of all, a small effect showed that trust (regardless of congruency) was higher overall for genuine \( (M = 6.22, SD = 1.75, N = 882) \) compared to fictitious interventions \( (M = 5.18, SD = 1.97, N = 882) \), \( (\eta^2_P = .07 [\text{small}], d = .56 [\text{large}]) \). A small effect also indicated that there was also greater trust for transparent \( (M = 6.02, SD = 1.84, N = 886) \) compared to opaque \( (M = 5.38, SD = 1.98, N = 878) \) interventions, \( (\eta^2_P = .03 [\text{small}], d = .33 [\text{medium}]) \). Regardless of
whether the intervention was genuine or fictitious, overall there was a medium effect showed that there were higher judgments of trust in High Congruency conditions ($M = 6.31$, $SD = 1.81$, $N = 884$) than Low Congruency conditions ($M = 5.09$, $SD = 1.87$, $N = 880$), ($\eta^2_p = .10$ [small], $d = .66$ [large])). To explore just how much trust in High Congruency conditions was greater than Low Congruency conditions, judgments for trust in High Congruency conditions for fictitious interventions only (left-hand grey bar, left-hand facet, Fig. 1; $M = 5.82$, $SD = 1.89$, $N = 442$) were compared with judgments for trust in the Low Congruency conditions for genuine interventions only (left-hand white bar, right-hand facet, Fig. 1; $M = 5.65$, $SD = 1.73$, $N = 440$), showing a very small effect on trust judgments such that they were higher for High Congruency conditions in this comparison, ($\eta^2_p = .002$ [very small], $d = .10$ [small]). Lastly, there was a very small effect showing that judgments of trust (collapsed across High and Low Congruency conditions) were also impacted by manipulations regarding details of the incentives (absent in Experiment 1a, present in Experiment 1b). More precisely, trust was judged to be higher when incentive details were absent (Experiment 1a; $M = 5.79$, $SD = 1.93$, $N = 772$) than present (Experiment 1b; $M = 5.64$, $SD = 1.94$, $N = 992$), ($\eta^2_p = .001$ [very small], $d = .07$ [small]). There were very small effects suggesting that when comparing the absence ($M = 5.19$, $SD = 1.60$, $N = 197$) and presence ($M = 5.02$, $SD = 1.60$, $N = 123$) of conflicts of interest on trust for High Congruency conditions, trust was lower in the presence of conflicts of interest, ($\eta^2_p = .003$ [very small], $d = .11$ [small]). The same pattern was found for Low Congruency conditions, ($\eta^2_p = .002$ [very small], $d = .17$ [small]).

Regression analyses conducted on the question probing trust in High and Low Congruency conditions separately for genuine and fictitious behavioral interventions revealed an association with Congruency, transparency, age and political affiliation, with an $R^2$ ranging between .07 to .13. For genuine interventions in the Low Congruency conditions, judgments of trust decreased by .01 on the scale as age increased (decreased by .04 for fictitious interventions) and decreased by .20 on the scale the more conservative leaning participants were (decreased by .14 for fictitious interventions). A similar pattern was found for genuine interventions for High Congruency conditions, judgments of trust decreased by .01 on the scale as age increased (decreased by .03 for fictitious interventions) and decreased by .11 on the scale the more conservative leaning participants were (decreased by .21 for fictitious interventions).


**Experiment 2**

One of the critical manipulations introduced in Experiment 1a and 1b was the degree of congruency between the domain of expertise (scientist, government working group) and the behavioral interventions being proposed. In essence to ensure we found congruency effects, which indeed we found in support of Hypothesis 4, 5 and 6, participants in the High Congruency conditions were told that the agents were Top Scientists from prestigious universities and those in the Low Congruency conditions were told that the agents were a combination of special interest groups, members of the public and other stakeholders. Thus, the High and Low congruency conditions varied not only in terms of the compatibility between relevant expertise and the domain of science communication, but also the level of prestige associated with the expert. This may have contributed to the effects reported in Experiment 1a and 1b. To examine the robustness of the congruency effects, and to make the High and Low congruency conditions more directly comparable, we replicated Experiment 1b, but with minor changes to the instructions.

**Methods**

**Design**

To replicate the findings, and to address concerns regarding the potential confound of prestige with congruency effects, some minor changes were made to the instructions, but other than that the design of Experiment 2 was the same as Experiment 1b.

The critical difference was the change in instructions presented to the High and Low Congruency conditions. The text presented in Experiment 1a and 1b for the High Congruency conditions “*In each case the work was based on studies over more than 8 years, involved at least 3 Nobel prize winners and Professors working collaboratively from Universities including Harvard, MIT, Oxford and Cambridge. Each study was based on at least 120 peer-reviewed publications in the relevant leading academic journals.*” was replaced with “*In each case, the Academic Working Group was made up of scientists with special knowledge and interest in subjects related to the interventions.*”. The text presented in Experiment 1a and 1b for the Low Congruency conditions “*In each case the working groups were made up of politicians,*
members of the relevant special interest groups and members of the public, and for each case the recommendations were based on extended discussions with relevant stakeholders” was replaced with “In each case, the Government working group was made up of politicians and stakeholders with special knowledge and interest in subjects related to the interventions”. Thus, the critical difference between the two conditions was the expertise, and prestige as well as the relative fit between expertise and the domain of the science communication.

Experiment 2 was run in January 2018. In Experiment 2 participants (364 UK residents or nationals, first language English (see Table 2)) and were randomly allocated to one of six conditions based on two critical manipulations adopting the following design: 3 (Congruency of source and content: High congruency (i.e. a scientific working group), Low congruency (a government working group), Control) x 2 (Transparency: Transparent, Opaque) x 2 (Plausibility: High [Genuine interventions], Low [Fictitious interventions]). After they were presented with 5 demographic questions, participants were then provided descriptions of 5 behavioral interventions, the presentation of which was randomized for each. For the 5 behavioral interventions (2 genuine, 3 fictitious) all participants were required to respond to for judgment questions concerning: 1) the ease by which the way in which interventions changed behavior could be identified, 2) plausibility of behavioral interventions, 3) the ethicality of the interventions, and 4) trust in the agent that is proposing the interventions, also presented in random order.

Results

For all analyses presented, as in the analysis of Experiments 1a and 1b, no observations were excluded. To examine the impact of our manipulations on each DV, we conducted a 3 (Congruency of source and content: High congruency (Academic Working group), Low congruency (Government working group), Control) x 2 (Transparency: Transparent, Opaque) x 2 (Plausibility: High [Genuine interventions], Low [Fictitious interventions]) analysis of variance, along with a series of pairwise comparisons.

Judgments of perceived transparency: Overall, the analyses showed a small effect suggesting that perceived transparency was higher for transparent interventions (M = 66.647, SD =
21.97, \( N = 332 \) than opaque interventions (\( M = 61.14, SD = 23.32, N = 396 \), \( \eta^2_p = .01 \) [small], \( d = .24 \) [small]), replicating Experiments 1a and 1b. There was a very small effect indicating that the way in which behavior would change through the behavioural interventions was perceived as higher for genuine (\( M = 65.44, SD = 21.39, N = 364 \)) as compared to fictitious (\( M = 61.86, SD = 24.14, N = 364 \)) interventions, \( \eta^2_p = .006 \) [very small], \( d = .16 \) [small]).

**Judgments of plausibility:** In line with Experiments 1a and 1b, we found a large effect such that genuine interventions (\( M = 54.74, SD = 21.09, N = 364 \)) were judged more plausible than fictitious interventions (\( M = 27.61, SD = 19.59, N = 364 \), \( \eta^2_p = .31 \) [large], \( d = 1.33 \) [large]). There was also a small effect showing that plausibility judgments were impacted by transparency, with transparent interventions (\( M = 44.59, SD = 24.88, N = 332 \)) judged more plausible than opaque interventions (\( M = 38.31, SD = 23.74, N = 396 \), \( \eta^2_p = .02 \) [small], \( d = .26 \) [small]). Also, there was a small effect revealing that interventions were judged as more plausible in the High Congruent conditions (\( M = 43.41, SD = 24.17, N = 200 \)), as compared to the Low Congruent conditions (\( M = 38, SD = 24.42, N = 262 \), \( \eta^2_p = .01 \) [small], \( d = .22 \) [small]).

**Ethicality judgments:** Ethicality judgments were (as in Experiments 1a and 1b) based on a scoring of the percentage of interventions judged as ethical for genuine interventions and separately for fictitious interventions. Overall, there was a medium effect suggesting more favourable ethical judgments for genuine (\( M = 87.09, SD = 24.58, N = 364 \)) compared to fictitious (\( M = 65.48, SD = 32.38, N = 364 \)) interventions, \( \eta^2_p = .12 \) [medium], \( d = .76 \) [large]). A small effect suggested that transparent interventions (\( M = 82.93, SD = 27.93, N = 332 \)) were judged more ethical than opaque (\( M = 70.71, SD = 31.81, N = 396 \), \( \eta^2_p = .04 \) [small], \( d = .41 \) [medium]). For genuine interventions, a small effect suggested that when comparing ethicality judgments for transparent (\( M = 89.76, SD = 23.04, N = 166 \)) and opaque versions (\( M = 84.85, SD = 25.64, N = 198 \)), the former was judged more ethical, \( \eta^2_p = .01 \) [small], \( d = .20 \) [small]). Lastly, a small to medium effect for fictitious interventions, suggested that ethicality judgments were also higher for transparent (\( M = 76.1, SD = 30.67, N = 166 \)) than opaque versions (\( M = 56.57, SD = 31.13, N = 198 \), \( \eta^2_p = .09 \) [small], \( d = .63 \) [large]).
Judgments of Trust: Following the protocol and rationale set out in the analysis of Experiments 1a and 1b, separate analyses were conducted comparing those in the High Congruency condition with the Control condition, and the Low Congruency Condition with the Control condition. For the Control conditions, all participants were asked general trust judgments of experts (i.e. Academic working group, Government working group) that could have been involved in proposing the behavioral interventions. A medium effect for trust judgments in High Congruency conditions suggested that trust was once again higher for genuine ($M = 6.25, SD = 1.56, N = 100$) compared to fictitious ($M = 5.00, SD = 1.58, N = 100$) interventions (left-hand pair of bars, left-hand facet, Fig. 2), ($\eta_p^2 = .14$ [medium], $d = .79$ [large]). In further replication of Experiments 1a and 1b, there was small effect showing that there was greater trust in High Congruency conditions for transparent ($M = 5.87, SD = 1.35, N = 66$) compared to opaque ($M = 5.51, SD = 1.82, N = 134$) interventions, ($\eta_p^2 = .01$ [small], $d = .23$ [small]).

A small effect suggested that the congruency manipulation also impacted judgments of trust for genuine and fictitious interventions when comparing High Congruency ($M = 5.63, SD = 1.69, N = 200$) to Control conditions ($M = 6.00, SD = 1.72, N = 266$), ($\eta_p^2 = .01$ [small], $d = .22$ [small]). Very small differences were found between High Congruency conditions and Control conditions when conducing comparisons for genuine interventions only (white bars, left-hand facet, Fig. 2), ($\eta_p^2 = .007$ [very small], $d = .17$ [small]), and again for fictitious interventions only (grey bars, left-hand facet, Fig. 2), ($\eta_p^2 = .02$ [small], $d = .30$ [medium]).
As in Experiments 1a and 1b, the medium effect of trust in the Low Congruency conditions suggested that trust was higher for genuine ($M = 5.58$, $SD = 1.60$, $N = 131$) compared to fictitious ($M = 4.45$, $SD = 1.76$, $N = 131$) interventions (left-hand pair of bars, right-hand facet, Fig. 2), ($\eta^2_p = .10$ [medium], $d = .67$ [large]). There was also a small effect of trust in the Low Congruency conditions indicating that trust was higher when proposing transparent ($M = 5.30$, $SD = 1.77$, $N = 130$) compared to opaque ($M = 4.73$, $SD = 1.73$, $N = 132$) interventions, ($\eta^2_p = .03$ [small], $d = .32$ [medium]).

Consistent with the pattern of findings in Experiment 1a and 1b, in Experiment 2 there was a medium effect of Trust in the type of intervention, suggesting that trust was higher in genuine ($M = 5.87$, $SD = 1.61$, $N = 231$) versus fictitious interventions ($M = 4.69$, $SD = 1.70$, $N = 231$) regardless of congruency, ($\eta^2_p = .11$ [medium], $d = .71$ [large]). Similarly, a small effect indicated that trust was higher in experts when proposing transparent ($M = 5.49$, $SD = 1.66$, $N = 196$) as compared to opaque ($M = 5.12$, $SD = 1.82$, $N = 266$) interventions, ($\eta^2_p = .01$ [small], $d = .21$ [small]). Also, in line with Experiments 1a and 1b, judgments of trust once again appeared to be higher for High Congruent conditions (left-hand pair of bars, left-hand facet, Fig. 2) compared to Low Congruency conditions (left-hand pair of bars, right-hand facet, Fig. 2). A small effect indicated that (irrespective of the genuine or fictitious nature of
interventions) High Congruency conditions ($M = 5.62, SD = 1.69, N = 200$) again showed higher judgments of trust than the Low Congruency conditions ($M = 5.01, SD = 1.77, N = 262$), ($\eta_p^2 = .03$ [small], $d = .35$ [medium]).

Adopting the same comparison as that conducted in Experiment 1, to examine just how much trust is attributed in High Congruency conditions compared to Low Congruency conditions, judgments for trust in High Congruency conditions for fictitious interventions only (left-hand grey bar, left-hand facet, Fig. 2; $M = 5.00, SD = 1.58, N = 100$) were compared with judgments for trust in the Low Congruency conditions for genuine interventions only (left-hand white bar, right-hand facet, Fig. 2; $M = 5.58, SD = 1.60, N = 131$). This time the pattern suggested that, unlike Experiment 1, in Experiment 2, a small effect on trust judgments revealed that they were higher for Low Congruency conditions in this comparison, ($\eta_p^2 = .03$ [small], $d = .36$ [medium]).

**General Discussion and Conclusions**

The current set of experiments were designed to give a richer profile of public opinion regarding nudge type behavioral interventions, and to extend the current work in this field. We tested 7 hypotheses, 3 of which were generated from the Monitoring framework (Botvinick, et al, 2001). In summary, we found evidence in line with Hypotheses 1-4. For all four dependent measures (perceived transparency, plausibility, ethicality, trust) in all three experiments the public consistently made more favourable judgments for transparent (small effects), and genuine interventions (small to large effects) as compared with opaque and fictitious interventions. The positive response to transparent behavioral interventions is compatible with recent public survey studies examining the level of approval of different types of nudges (Felsen, et al., 2013; Jung & Mellers, 2016; Reisch, & Sunstein, 2016; Reisch, et al., 2016; Sunstein, 2016b). The evidence that genuine over fictitious interventions were considered more favorably, is a novel finding. It indicates that the public clearly show sensitivity to the plausibility of nudges when making their own evaluations of them, especially when it comes to how much they trust them, and how ethical they consider them to be.
Hypotheses 5-7 concerned the congruency manipulation and its impact on judgments of trust. Recall, that this measure assessed the extent to which the public judged the extent to which they trusted that the agent proposing the intervention had the public’s interest. Experiments 1a, 1b and Experiment 2 provided support for Hypothesis 5, suggesting that in High congruency conditions trust was higher compared to Low congruency conditions (small to medium effects); also, judgments of trust were higher in High congruency conditions relative to the Control conditions (very small to small effects). It is also worth highlighting that in Experiment 2, the only difference between High and Low congruency was the description of the expert (i.e. Academic working group, Government working group). The description of the level of expertise was matched in both groups, so any differences between High and Low congruency conditions regarding judgments of trust were entirely due to attributions that the public made about the fit between expertise and the content of the scientific communication.

In line with Hypothesis 6, in Experiment 1a, 1b, and 2, trust was higher in High congruency compared the Low congruency conditions regardless of whether the behavioral interventions were genuine or not (i.e. plausible vs. implausible) (small to medium effects). In Experiment 1a and 1b the impact of congruency was such that trust was higher in High Congruency conditions for fictitious interventions when compared to trust in Low Congruency conditions for genuine interventions (very small effect). Experiment 2 addressed possible confounds in the details provided to participants by eliminating prestige as a possible factor. The notable aforementioned comparison in Experiment 1a and 1b, was not replicated, instead trust was higher in the Low Congruency conditions for genuine interventions, compared to the High Congruency conditions for fictitious interventions (small effect).

Hypothesis 7 was tested in Experiment 1a and 1b, for which there was very limited evidential support. There was some impact of conflict of interests on trust judgments overall (very small effects), but the impact was even smaller on judgments of trust as a factor of congruency. Conflicts of interest appeared to have some general impact on ethicality judgments (very small effects). In particular, in the presence of conflicts of interest, fictitious interventions that were opaque were judged highly ethically problematic compared to transparent versions (large effects). In the absence of conflicts of interest, again for fictitious interventions that
were opaque, ethicality judgments were much harsher than transparent versions (medium effects). By contrast any differences between transparent and opaque nudge for genuine interventions in the presence or absence of conflicts of interest were less pronounced (small effects).

Turning to individual differences, when examined in Experiment 1a and 1b, regression analyses revealed that trust in High and Low congruent conditions were much lower in older age groups. The same pattern was found for those that identified themselves as affiliated with very conservative politics, consistent with previous evidence (Gauchat, 2012; Lewandowsky & Oberauer, 2016). There were few noteworthy sample differences detected in our findings. For plausibility judgments and ethicality judgments the evidence suggested that overall (including both genuine and fictitious intervention) the US judged the behavioral interventions as more plausible and more ethical than the UK sample (very small to small effects). Previous studies that have examined public opinion in European countries have shown that the UK show high approval ratings for a range of nudges and are at comparable to the levels shown in US samples (Reisch, & Sunstein, 2016). However, Reisch and Sunstein’s (2016) survey, and other similar surveys, have not examined judgments of plausibility or ethicality along the lines of the current set of experiments. Therefore, it is hard to infer the extent to which the present findings depart from those of previous surveys.

What is striking is that across both samples, in all three experiments, the basis on which the four judgments reflect differentially sensitivity to three different factors (i.e. the behavioral intervention itself, congruency, conflicts of interest). Perceived transparency judgments tended to be driven by details of the intervention itself. Detailed of potential conflicts of interest tended to impact, to a small degree, judgments regarding trust and ethicality. For plausibility and trust congruency was a salient basis on which judgments were made. In the latter case, although the effects were very small, in Experiment 1 High congruency was enough to inflate judgments of trust to the extent that, even for fictitious nudges, judgments were higher than for genuine nudges proposed in the Low congruency conditions. Does this mean that the credibility of the expert overshadowed attention towards the content of the scientific claims being made? It does appear that congruency effects, as predicted by the Monitoring hypothesis account for the latter finding, but it appears that the public have a far
more nuanced way of using different cues to inform their attitudes of behavioral interventions designed to target social policy issues.

There is much work in the social sciences suggesting that the public’s evaluation of the credibility of scientific claims made by scientists themselves is strongly influenced by factors other than the merit of the specific claims being made. So much so, that the claims can be publicly devalued and easily undermined if attributes of the scientific authority making the claims conflict with those of the individual (e.g. political, gender, social identity) (Hagman et al., 2015; Jung & Mellers, 2016; Morton, et al., 2006; Nauroth, et al., 2014). In the present set of experiments we show the phenomena operating in a different direction. When looking at the critical differences between the two experimental conditions (High Congruency, Low Congruency), we hypothesised that the likely external factor that influenced judgments regarding the plausibility of the behavioral interventions was the match between the expertise of the source and the topic of the science communication. Clearly the source of the communication is a critical factor (along with the match with the domain of interest being communicated) that boosted judgments directly concerning the expert themselves (judgment of trust), but also judgments which specifically concerned the content of the claims (plausibility judgments) the agents were making.

What is also unusual is that previous psychological research shows that public opinion appears to be more negative with respect to social scientific recommendations that impinge on lifestyle choices (Alemanno, 2012; Diepeveen et al, 2013; Lewandowsky & Oberauer, 2016). Given the set-up of the present study, public opinion ought to have reflected a similar pattern of results. However, in contrast, the findings from the present set of experiments suggest that, even when behavioral interventions are designed to curb behaviors, the public have a strong positive disposition towards scientists making those proposals over the government. Though one critical difference between previous findings reported here and the present set of experiments is that in the present experiments congruency between source credibility (i.e. expertise) and the topic of social science communication was manipulated.

While our finding presents a positive picture of the trust the public have in scientists in the domain of social policy interventions, it also suggests that the public have a nuanced way of
assessing behavioral intervention, which involves recruitment of different sources of information that gain relevance depending on the question probing public opinion in surveys. This is certainly important when it comes to attempting to gauge public opinion on matters concerning social scientific policy claims, as well as other scientific findings that inform social policy claims and behavioral interventions such as nudges. In other words, the conclusions that can be drawn regarding positive or negative public attitudes towards scientifically informed social policy communication is going to depend largely on the way in which the questions in the surveys are couched, and the kind of information that be used to assess the credibility of the source of the communication.

Before summing up, we draw the reader’s attention to the fact that we used a large sample size in our experiments. What implications does this have for the current research issues we face in the social sciences? The large sample size should give some confidence to the research community that the sample means presented in here are close, that is, they can be trusted as better than usual estimates of corresponding population means (for a formal definition of confidence and close see Trafimow & MacDonald, 2017, and for a discussion of confidence also see Trafimow, 2017); though a further test of this would be through replication. On this point, again the large sample size should also give the reader reasonable confidence that our findings would also stand up to replication attempts. This is on condition that, as Trafimow (in press) proposes, a successful replication requires that the original study includes a large enough sample size that the sample means are close to the corresponding population means, and the same goes for the replication study. What we hope to highlight here is that our findings, along with our efforts to replicate them, provide the platform for further investigation for other researchers interested in a topic area that is of growing interest to a number of disciplines.

As we discussed at the start of this article, our set of experiments were motived to by a need to better understand public opinion with respect to social policy interventions such as nudges, and to investigate the impact of expertise on public perception of nudges. To this end we show that source credibility is a highly influential factor, but in conjunction with the level of compatibility with the specific domain of scientific research being communicated. So, it is fair to say that our findings show that scientists are more trusted and that this may likely
influence the more favourable judgments that the public made about the nudges they were presented. But this is largely driven by the fact that there was high compatibility between the expertise and the scientific topic being proposed (actual and perceived). Further work is needed to examine the extent to which the congruency effect is specific to a particular area of science or generalizes to any type of expert and their mapping to the topic they are communicating. Without evidence to the contrary, we would predict that congruency effects of the kind we have shown ought to generalize to any domain of expertise.

In addition, the present experiments were also motivated to contribute to discussions regarding how people navigate the science communication landscape (Strong, 2017). What we show is that the public has a highly nuanced way of navigating science communication, and they rely on different information for different levels of scrutiny and judgment about the communication they are processing. When it comes to ethics, the public care about the potential conflicts of interest of the communicator. When it comes to trust and plausibility of the claims being made, the complement between the communicator and the topic of communication is influential. Taken together these findings have implications for public understanding of science. We show that the public will consider the source, the context that the communication refers to and what is being asked of them as a way to determine their receptiveness of the communication.

Acknowledgments
This work was supported by the ERC (ERC-2013-AdG339182-BAYES_KNOWLEDGE)
References


