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Abstract—In most cooperative communication works, perfect
synchronization among relay nodes is assumed in order to achieve
the cooperative diversity. However, this assumption is not realistic
due to the distributed nature of each relay node. In this paper, we
propose a family of distributed space-time trellis code (DSTTC)
that does not require the synchronization assumption. It is shown
that the proposed DSTTC has minimum memory order, and the
construction of such DSTTCs is equivalent to using the generator
matrices that have full row rank, regardless of sub-matrices shift-
ing problem. Here, a sub-matrix corresponds to the generator
matrix of a relay node under frequency-selective channels. We
derive sufficient conditions on the code design such that the
full cooperative and multipath diversities can be achieved. By
further studying the diversity product, we design the DSTTCs
which can achieve full diversity and the maximum coding gain
through the exhaustive computer search. The newly proposed
codes exhibit good properties, e.g., high energy efficiency and low
synchronization cost, and can be applied to distributed wireless
networks. Finally, various numerical examples are provided to
corroborate the analytical studies.

Index Terms—Asynchronous cooperative diversity, wireless
sensor networks, distributed space-time trellis code, multiple-
input multiple-output systems, cooperative communications.

I. INTRODUCTION

THE EFFECT of fading can deteriorate the performance of
the wireless communications and cause large variations

in signal strength as a function of the user position. Diversities
that resulted from spatial, temporal, and frequency domains,
are the powerful technologies to combat fading. The spatial
diversity can be exploited by equipping multiple antennas
at the transmitter and/or the receiver. However, it meets
much difficulty when placing multiple antennas onto a mobile
terminal or a sensor node due to the size limit and the hardware
complexity. It was shown recently that the spatial diversity
for small terminals can be exploited if cooperation is adopted
among users [1], [2], [3]. The corresponding transmission
scheme is referred to as the cooperative communications [3].
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Different cooperative protocols have been introduced in
[3]. The distributed space-time code (DSTC) protocol is
proposed in [4], where space-time code (STC) is applied at
each relay node to pass the data from source to destina-
tion simultaneously. Perfect synchronization among users is
assumed in many cooperative diversity works [4]-[9]. Since
each terminal has its own oscillator and sampling clock, it is
hard to achieve perfect synchronization among these termi-
nals. Recently, asynchronous cooperative diversity has been
discussed in [10]-[18]. In [10], an intentional random delay is
introduced to the relays’ information packets, and a fractional
spaced decision feedback equalizer (FSDFE) is applied to
exploit the cooperative diversity. However, this method only
gets some diversity order but cannot achieve full diversity.
In [11], the idea of time reversal space-time block codes
(STBC) is used and the perfect synchronization assumption
is released. This transmission scheme can achieve both full
cooperative diversity and full multipath diversity by sacrificing
the transmission rate whenever more relay nodes are involved
into the networks. In [12], the effects of synchronization
errors on parallel relays are analyzed by using the early-late
gate technique. Meanwhile [12], [13], [14], propose to use
space-time coded orthogonal frequency division multiplexing
(STC-OFDM) to combat the timing errors. Although STC-
OFDM realizes full cooperative diversity, it cannot achieve
full multipath diversity when the channels between the relays
and the destination node are frequency-selective. In [15], the
distributed threaded algebraic space-time code that achieves
full cooperative diversity without synchronization is proposed.
Furthermore, the authors of [16] propose a family of dis-
tributed space-time trellis code (DSTTC) that can achieve
full cooperative diversity in asynchronous communication
systems. The systematic constructions of such trellis code with
the minimum memory sizes is developed later in [17]. Note
that, the code in [15]-[17] are designed under the assumption
that the channels between relays and destination are flat fading.
Nonetheless, [18] proposes the space-frequency code (SFC)
for asynchronous cooperative communications where OFDM
is adopted to combat the timing errors. The derived SFC
can achieve both full cooperative diversity and full multipath
diversity. However, it is well known that OFDM is sensitive
to carrier frequency offset (CFO) and has the peak-to-average
power ratio (PAPR) problem.

In this paper, we use the stack construction method from
[19], [20] to build a family of DSTTC with minimum memory
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Fig. 1. Transmission Protocol.

order for asynchronous cooperative communications where
the channels are considered frequency-selective. We derive
sufficient conditions on the code design such that the full
diversity can be achieved. Furthermore, the upper bound of the
diversity product of the proposed DSTTCs is studied. We also
construct DSTTCs that have full diversity order and the max-
imum coding gain. Simulations demonstrate that the newly
proposed DSTTC can achieve both full cooperative diversity
and full multipath diversity for asynchronous communications.

This paper is organized as follows. In Section II, the
system model is presented and the problem is formulated. In
Section III, the new family of DSTTC is developed. In Section
IV, theoretical analysis on the upper bound of the diversity
product is derived. Code design which gives the maximum
upper bound of the diversity product is also provided in this
section. Finally, simulations are conducted in section V and
conclusions are made in Section VI.

Notations: Vectors and matrices are boldface small and
capital letters; the transpose, complex conjugate, Hermitian
of the matrix A are denoted by AT , A∗, AH , respectively;
Tr(A) and ‖A‖F are the trace and the Frobenius norm of A;
(A)i,j is the (i, j)th entry of A.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a system with M + 2 nodes that communicate
cooperatively as shown in Fig. 1. We assume that there is one
source node S, one destination node T , and M relays Ri, i =
1, 2, . . . , M . We also assume that there is no direct connection
between the source and the destination (for example due
to shadowing or too large separation) and that all terminals
operate in half-duplex fashion [3]. We consider the decode-
and-forward (DF) transmission protocol that consists of two
phases. During phase I, S broadcasts its information to all
the relays. During phase II, each relay firstly checks whether
the decoding is successful according to Cyclic Redundancy
Check (CRC) bits that was inserted by the source, then, if the
decoding is successful, the relays will encode the information
and forward the encoded data to the destination. We assume
that CRC is able to detect all the packet errors [10], [16]. In
this section, we use the similar denotations in [16], [17] to
describe the system model.

Define Rs as the set of potential relays that decode success-
fully, where Ms = |Rs| is the cardinality of Rs. Clearly, Rs is

determined by the channel quality between the source and the
relay nodes, and Ms can be considered as a random variable. If
the potential relays are synchronized up to a symbol duration,
T receives

y (n) =
∑

1≤i≤M,Ri∈Rs

Li∑
l=0

hi(l)si(n − l) + z(n), (1)

where hi(l) is the lth path gain from Ri to T and is a circularly
complex Gaussian random variable with variance σ2

i (l). In
addition, Li is the length of the channel impulse response
(CIR) from Ri to T . The channel gains are normalized such
that

∑Li

l=0 σ2
i (l) = 1 for any Ri. Moreover, si(n) is the

symbol transmitted by Ri and is encoded based on the infor-
mation decoded by relay Ri, while z(n) is the additive white
Gaussian noise whose variance is N0. Since the terminals
are separated by sufficiently large distances, different hi(l)
can be reasonably assumed independent from each other. We
consider the quasi-static fading process where hi(l) is constant
over one packet but may vary independently from packet to
packet. Furthermore, CIR is assumed perfectly known at the
destination.

As in the conventional STC design, full diversity is pre-
ferred for a good performance. However the following three
differences should be kept in mind:

1) The number of the potential relays is random, which
says that the number of rows in an STC matrix is random
[17];

2) The power delay profiles of the CIRs for different relays
are different;

3) The perfect synchronization is hard to realize such that
the rows in the STC matrix are not symbol-aligned.

Define L = max
1≤i≤M

Li. The first two differences can be

easily solved by finding an STC matrix S that has dimension
M(L + 1) × (N + L) and can achieve full diversity (We
will give the details about the construction on S in the next
section.), because the matrix obtained by deleting a submatrix
in S can also achieve the full diversity [16]-[18], where N is
the length of the data transmitted by relays. Here, deletion of a
submatrix in S corresponds to the absence of one relay, which
is analogous to that relay experiencing a deep fade. Hence S
can achieve full diversity order of M(L + 1). It also has full
diversity order Ms +

∑
Ri∈Rs

Li, if M − Ms relays fail to
decode information correctly. Without loss of generality, we
consider that M relays are all enrolled in phase II and the
length of channel impulse response for each relay is L in the
following. Thus (1) can be rewritten in the matrix form:

y = hS + z, (2)

where y is the received row vector of length (N + L), z is
the noise vector of length (N + L), h is the 1 × M(L + 1)
vector with the form

h � [h1(0), . . . , h1(L), h2(0), . . . , h2(L), . . . , hM (L)]. (3)

Specifically, S has the structure

S = [ST
1 ,ST

2 , . . . ,ST
M ]T , (4)
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and

Si =

⎡
⎢⎢⎢⎣

si(1) si(2) . . . si(N) . . . �
� si(1) . . . si(N − 1) . . . �
...

...
...

...
...

...
� � . . . si(N − L) . . . si(N)

⎤
⎥⎥⎥⎦ , (5)

where � represent the dumb symbol. If we consider the third
difference, equation (2) can be rewritten as

y = hSa + z, (6)

where the asynchronous version of S is defined as

Sa =
[(

Sa
1

)T

,
(
Sa

2

)T

, . . . ,
(
Sa

M

)T ]T
, (7)

and

Sa
i =

[
�(L+1)×τi

, Si, �(L+1)×(τ−τi)

]
, i = 1, . . . , M, (8)

where �m×n stands for an m × n matrix whose entries are
all dumb symbols, τi is the timing error of relay Ri and
τ = max

1≤i≤M
{τi}. Since fractional delays are contributed to

channel dispersion [11], [17], we assume that the relative
timing errors between different relays are integer multiples
of the symbol duration. We also assume that these relative
timing errors are known at the receiver but not known at
the transmitter, because the timing errors can be estimated
by sending training sequences [21]. Although the symbol
synchronization is not required in the above asynchronous
cooperative communications, in order to eliminate inter-packet
interference, we assume that each packet in different enrolled
relays is preceded by a preamble, whose length is not less than
Le +L, where Le is the upper bound of the timing errors (one
may view this upper bound as a system parameter set by the
physical layer design). All the symbols in this preamble are
dumb symbols �.

From equation (7), one can see that the full diversity is
hard to achieve since the submatrices in the STC matrix
Sa are not symbol-aligned. Hence the performance of the
conventional STC such as the orthogonal space-time block
code and the delay diversity in [22] will degrade significantly
in the asynchronous case. To achieve full diversity in such
asynchronous transmission, we provide ways to design S in
the next section.

III. CODE CONSTRUCTION

In this section, we first consider the case where each
element in S is a BPSK symbol based on the algebraic
stack construction [23]. We will show that the shift-full-rank
(SFR) matrices properties in [17] cannot be used to construct
DSTTCs to achieve full diversity order under frequency-
selective channels. Then we generalize the code design to
QAM, PSK and PAM signal constellations by using the unified
construction developed in [20]. Before proceeding to discuss
the code construction, we first clarify some definitions which
will be used for the rest of this paper.

Definition 1: Basic vector is defined as the vector v over
the binary field F2 � {0, 1} whose most left 1 corresponds to
the first column. For example, v = 1011 is a basic vector.

Definition 2: The length l(v) of a binary row vector v is
defined as the number of components between the most left
and the most right 1’s in v, including the two 1’s themselves.
In particular, let l(0) = 0 and the length of a vector with
only one nonzero component is defined as 1. For example,
the length l(v) of v = 1011 is 4. We define V to be the set
of all binary row vectors with finite lengths.

Definition 3: For any vector v ∈ V , v(j) denotes the
row vector resulted from v with each component shifted j
bits to the right and zeros are padded to its two ends if
needed. For example, the 3 bits right-shift of the binary row
vector v = 1011 is v(3) = 0001011. To get a matrix as

G =
[
vT , (v(j))T , . . .

]T
, we need to add zeros to the right

end of each row if necessary. Considering the above example,

G =
[
vT , (v(3))T

]T
can be expressed as

G =
[
1 0 1 1 0 0 0
0 0 0 1 0 1 1

]
.

Definition 4: For two vectors v,u ∈ V , v ◦ u denotes their
convolution and v + u is the component-wise addition over
the binary field F2.

A. Generator Matrix Model for DSTTC

If the source information bits are correctly detected by a
relay Ri, they will be sent to a linear shift register with
tapped coefficients (gi,0, gi,1, . . . , gi,v), where gi,d ∈ F2 for
d = 0, 1, . . . , v, and v is the maximal memory order. Define
the generator polynomial gi(D) = gi,0 + gi,1D + . . .+ gi,vD

v

and the corresponding coefficient vector of gi(D) as gi =
[gi,0, gi,1, . . . , gi,v] , where D represents the symbol delay.
The proposed DSTTC is based on the idea of “virtual transmit
antennas”. Namely, in an ISI environment with L + 1 resolv-
able paths, a space-time system with M relays or transmit
antennas is equivalent to a space-time system operating in
flat-fading channel with M(L+1) relays or transmit antennas
[19]. Moreover, each Ri with L + 1 resolvable paths is
equivalent to a relay with L + 1 antennas whose generator
polynomials respectively are gi0(D), gi1(D), . . . , giL(D), and
gij(D) = Djgi(D) for each path j [19], j = 0, . . . , L.
Thus, the coefficient matrix of the generator polynomials
gi0(D), gi1(D), . . . , giL(D) is

GM,i �

⎡
⎢⎢⎢⎣
gi0

gi1

...
giL

⎤
⎥⎥⎥⎦

(L+1)×(v+L+1)

, (9)

where gij � g(j)
i is the corresponding coefficient vector for

each path j, j = 0, . . . , L.
The generator matrix over frequency-selective channels is

then equivalent to

GM =
[
GT

M,1, G
T
M,2, . . . , G

T
M,M

]T
. (10)

If the binary source information bits detected in the relays in
one packet are ū ∈ F

1×Lu
2 , then the binary output of all the
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paths belongs to the set

C =
{

C(ū) ∈ F
M(L+1)×(v+Lu+L)
2 |

[
(c10(ū))T , . . . , (c1L(ū))T

, . . . , (cM0(ū))T , . . . , (cML(ū))T
]T

, ū ∈ F
1×Lu

2

}
, (11)

where cij(ū) = ū ◦ gij is the binary output vector for the jth
path of relay Ri, and

C(ū) =
[
(ū ◦ g10)

T , · · · , (ū ◦ g1L)T , · · · , (ū ◦ gM0)
T ,

· · · , (ū ◦ gML)T
]T

� ū ◦ GM . (12)

In turn, the DSTTC generated by GM belongs to the set

S ={S ∈ CM(L+1)×(v+Lu+L)|(S)m,n = (−1)(C(ū))m,n ,

C(ū) ∈ C}, (13)

and possesses trellis structure. For example, if M = 2, L = 1
and g1(D) = 1+D+D2, g2(D) = 1+D2, then g10(D) = 1+
D+D2, g11(D) = D+D2+D3, g20(D) = 1+D2, g21(D) =
D + D3. The corresponding trellis structure is shown in Fig.
2. In this code structure, if the length of information bits in
one packet is Lu, the rate of the space-time trellis code S
generated by GM is Lu/(Lu + v + L + Le) bits/sec/Hz. For
long data packet, the rate approaches 1 bits/sec/Hz. In the
following, we investigate conditions on the generator matrix
GM to achieve the full diversity.

Assuming that the relative timing error of relay Ri is
τi, i.e., τi dumb symbols � are padded to the left of
((i − 1)(L + 1) + j)th row in the signal matrix S, j =
1, . . . , L + 1, as shown in (7). If dumb symbol � = 1,
then this is equivalent to padding τi zeros to the left of
the ((i − 1)(L + 1) + j)th row of binary matrix C(ū),
j = 1, . . . , L + 1. These matrices can be generated by
the generator polynomials Dτ1g10(D), . . . , Dτ1g1L(D),. . .,
DτM gM0(D), . . . , DτM gML(D). For example, if M = 2, L =
1 and g1(D) = 1 + D + D2, g2(D) = 1 + D2. If the
second relay R2 has one relative timing error, i.e., τ2 =
1, then the equivalent generator polynomials for each path
are g10(D) = 1 + D + D2, g11(D) = D + D2 + D3,
Dg20(D) = D + D3, and Dg21(D) = D2 + D4, respectively.
The equivalent trellis structure is shown in Fig. 2. To ensure
the full diversity in the asynchronous cooperative commu-
nication, there are requirements on the tapped coefficients
gi,d, i = 1, 2, . . . , M, d = 0, 1, . . . , v, stated in the following
theorem.

Theorem 1: Define the asynchronous version of the gener-
ator matrix GM as

Ga
M = [(Ga

M,1)
T , · · · , (Ga

M,M )T ]T

=
[(

g
(τ1)
10

)T

, · · · ,
(
g

(τ1)
1L

)T

, · · · ,
(
g

(τM )
M0

)T

, · · · ,
(
g

(τM )
ML

)T ]T

.

The STC generated by g1(D), g2(D), . . . , gM (D) achieves
full diversity in the asynchronous cooperative communication
if and only if Ga

M has full rank in the binary field F2 for
arbitrary τ1, τ2, . . . , τM .

Proof: The proof follows the same argument of the
stacking construction in flat-fading channels in [16].

In Theorem 1, Ga
M is a submatrix-shifted version of GM

and the shifted amount τi is arbitrary for each submatrix GM,i.
The importance of Theorem 1 lies in that, we only need to

0/0000 1/1010
0/1101 1/0111
0/1110 1/0100
0/0011 1/1001
0/0101 1/1111
0/1000 1/0010
0/1011 1/0001
0/0110 1/1100

0/0000 1/1000
0/1110 1/0110
0/1101 1/0101
0/0011 1/1011
0/0110 1/1110
0/1000 1/0000
0/1011 1/0011
0/0101 1/1101
0/0001 1/1001
0/1111 1/0111
0/1100 1/0100
0/0010 1/1010
0/0111 1/1111
0/1001 1/0001
0/1010 1/0010
0/0100 1/1100

(a)

(b)

Fig. 2. (a) Trellis structure for g10(D), g11(D), g20(D), and g21(D). (b)
Trellis structure for g10(D), g11(D), Dg20(D), and Dg21(D) when τ1 =
0, τ2 = 1.

construct gi(D) such that any submatrix-shifted version Ga
M

of the generator matrix GM has full rank.
Remarks:

• The main difference between Theorem 1 and [16, The-
orem 1] is that, gi(D) here is constructed in a way to
ensure that any sub-matrix-shifted version Ga

M of the
generator matrix GM has full rank. If L = 0, i.e.,
flat fading channels, each sub-matrix GM,i in GM is
degraded to one row only. Hence [16, Theorem 1] is a
special case of the proposed Theorem 1.

• In [17], a family of the generator matrices, called SFR
matrices, is constructed such that they have full row
rank no matter how their rows are shifted. However,
the SFR matrices are not shift-full-rank in frequency-
selective channels, since each relay has L + 1 paths and
the tapped coefficients of each path are equivalent to the
right shifted versions of each relay’s tapped coefficients,
as shown in (9). Besides, GM consists of the tapped
coefficients of the relays and the right shifted versions of
each relay’s tapped coefficients. If G is an SFR matrix,
we cannot ensure the matrix GM obtained by adding
some rows (the nonzero shifted versions of the rows in
G) to G is an SFR matrix. An example is given here.
Example 1: If there are two relays and channels are flat
fading, the generator matrix

G =
[
1 0 0
0 1 1

]

is an SFR matrix and it has full row rank no matter how
its two rows are shifted. However in frequency-selective
channels, if each channel has two paths. Then, according
to (9), (10), G2 obtained by G is equivalent to

G2 =

⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 1 1 0
0 0 1 1

⎤
⎥⎥⎦ .
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If relay R1 has one relative timing error, the asyn-
chronous version of G2 does not have full row rank.
Hence G cannot be used for asynchronous cooperative
communications to achieve full diversity over frequency-
selective channels.

In the following, we give sufficient conditions under which
the asynchronous versions Ga

M of GM always have full rank.

B. Generator Matrix Construction for DSTTC

Theorem 2: A necessary condition to ensure the full rank
property of GM is that the maximum memory order v of the
generating polynomials gi(D), i = 1, . . . , M should not be
less than (M − 1)(L + 1).

Proof: Since GM is a binary matrix of dimension M(L+
1)× (v + L + 1), v + L + 1 must not be less than M(L + 1),
i.e., v ≥ (M − 1)(L+1) in order to achieve full row rank.

For the case that M = 2, we have the following theorem:
Theorem 3: For any two different basic vectors v1,v2

with l(v1) = l(v2) ≥ L + 2, if the generator matrix G2 =[
vT

1 ,
(
v(1)

1

)T

, . . . ,
(
v(L)

1

)T

,vT
2 ,
(
v(1)

2

)T

, . . . ,
(
v(L)

2

)T ]T
has full row rank in the binary field F2, its asynchronous
versions Ga

2 will also have full rank in the binary field F2.
Proof: See proof in Appendix A.

We should note that L + 2 is the minimum length of
basic vectors for M = 2 according to both Theorem 2 and
Theorem 3. Hence we only need to construct the full row rank
binary matrix G2 from two different basic vectors that have
the minimum length L + 2. The following theorem gives a
sufficient condition to ensure that G2 is of full row rank.

Theorem 4: For any two different basic vectors
v1,v2 with l(v1) = l(v2) = L + 2, if
l((v1 + v2) + (v1 + v2)

(L)) < L + 2, then G2 =[
vT

1 ,
(
v(1)

1

)T

, . . . ,
(
v(L)

1

)T

,vT
2 ,
(
v(1)

2

)T

, . . . ,
(
v(L)

2

)T ]T
is of full row rank.

Proof: See proof in Appendix B.
Example 2: If L = 1, the basic vectors v1,v2 are 101

and 111 according to Theorem 3 and Theorem 4. Then, the
generator matrix G2 can be written as

G2 =

⎡
⎢⎢⎣
1 0 1 0
0 1 0 1
1 1 1 0
0 1 1 1

⎤
⎥⎥⎦ .

We also list the basic vectors for the cases that L = 2, 3, 4 in
Table I.

For scenario of M > 2, it is intractable to find a sufficient
condition for GM to ensure full cooperative and multipath
diversities in asynchronous cooperative communication. Nor-
mally when there is only one antenna in the destination node,
the performance gain achieved by more than four transmit
antennas is marginal compared with that achieved by four
transmit antennas [22], [24], and the diversity order beyond 5
is not necessary for a regular signal-to-noise ratio (SNR) range
[25]. In addition, if M is too large, say M = 5 and L = 1,
the minimal maximum memory order v is 8 and the trellis has
28 = 256 states in the synchronous case. If asynchronous case
is considered, trellis has more states than in the synchronous

TABLE I
THE BINARY VECTORS IN OCTAL WITH OPTIMAL FREE DISTANCE OR

MAXIMUM WEIGHT FOR DIFFERENT M AND L UNDER
FREQUENCY-SELECTIVE CHANNELS.

M L v1 v2 v3 v4

2

1 5 7
2 15 17
3 23 35
4 53 75

3
1 25 33 37
2 133 145 175
3 577 773 777

4 1 176 157 173 177
2 1775 1377 1737 1777

case. The resulted decoding complexity is prohibitively high.
In a nutshell, selection of the number of relay nodes depends
on the application-specific performance, the complexity, and
the decoding delay tradeoffs. Hence, we only consider the case
that M < 5 in the following discussions. For the three-relay
case, we have the following theorem:

Theorem 5: For any three different basic
vectors v1,v2,v3 with l(v1) = l(v2) =
l(v3) = 2L + 3, if the generator matrix G3 =[
vT

1 , . . . ,
(
v(L)

1

)T

,vT
2 , . . . ,

(
v(L)

2

)T

,vT
3 , . . . ,

(
v(L)

3

)T ]T
has full row rank in the binary field F2, its asynchronous
versions Ga

3 will also be full rank in F2.
Proof: See proof in Appendix C.

Theorem 5 is similar to Theorem 3. It shows that when
there are three relays and if the generator matrix G3 is
constructed by three different basic vectors v1,v2,v3 with
l(v1) = l(v2) = l(v3) = 2L + 3, then G3 being full row
rank indicates that its asynchronous version Ga

3 also has full
row rank. Hence we only need to find basic vectors v1,v2,v3

with l(v1) = l(v2) = l(v3) = 2L + 3 such that G3 has full
row rank.

When M > 3, it can be easily checked that the asyn-
chronous versions of the generator matrix may not be full rank
even if the generator matrix itself is full rank. According to
Theorem 1 and Theorem 2, through the exhaustive computer
search, we can find the binary vectors that make all the
asynchronous versions of the generator matrix full rank for
arbitrary M . The search results are displayed in Table I for
different length L and M = 4, as well as those for M = 2, 3
which are found from Theorem 3, Theorem 4 and Theorem
5.

It should be mentioned that the above results are obtained
for BPSK signals only. For QAM, PSK and PAM signals,
a general result can also be obtained based on the unified
construction method [20, Theorem 4].

Theorem 6: Let K , U be two positive integers. Define

{Ci,j|0 ≤ i ≤ U − 1, 0 ≤ j ≤ K − 1}

as the collection of UK sets of M(L+1)×(v+L+Lu) binary
matrices generated from GM using (12) with UK independent
binary vectors ū(i,j) of dimension Lu. Let θ be a primitive 2K-
th root of unity. Let 0 �= η ∈ 2Z[θ], where 2Z[θ] is the ideal
generated by 2 in Z[θ] with Z[θ] being the ring of algebraic
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integers in the cyclotomic number field Q(θ). Let

f : C0,1 × C0,2 × · · · CU−1,K−1 → S ⊂ CM(L+1)×(v+L+Lu)

be the mapping defined as

(C0,0, C0,1, . . . , CU−1,K−1) → κ

U−1∑
i=0

ηiθ
∑K−1

j=0 2jCi,j ,

where κ is a nonzero complex number, Ci,j is a matrix in the
binary matrix set Ci,j , and C is the complex number field. The
multiplication and exponential of Ci,j to θ are carried out entry
by entry. If the generator matrix GM satisfies the condition
in Theorem 1, the STC S generated from the above mapping
f could achieve full diversity for asynchronous cooperative
communications under frequency-selective channels.

This theorem can be proved similarly to [20, Theorem 4]
by noting that the timing errors in relays can be mapped to
the shift bits in GM , and the dumb symbol sent by relays is

� = κ
U−1∑
i=0

ηi.

IV. DIVERSITY PRODUCT ANALYSIS

The analysis for the exact diversity product of every asyn-
chronous version is intractable. In the following, we consider
the upper bound of the diversity product. Suppose S, S̄ are two
different code matrices and define 
S � S − S̄. We assume
that λ1, . . . , λM(L+1) are the eigenvalues of 
S(
S)H . The
diversity product of the proposed DSTTC is defined as

ζ(S) = min
S �=S̄,S,S̄∈S

⎛
⎝M(L+1)∏

i=1

λi

⎞
⎠

1/M(L+1)

. (14)

From the arithmetic-mean geometric-mean inequality we
know

ζ(S) ≤ min
S �=S̄,S,S̄∈S

(∑M(L+1)
i=1 λi

M(L + 1)

)
=
(

Tr(
S(
S)H)
M(L + 1)

)

=
( ‖ 
 S‖2

F

M(L + 1)

)
� ζup(S). (15)

For asynchronous cases, there is ζup(Sa) = ζup(S) [18]. For
BPSK modulation, ζup(Sa) is upper bounded by [20], [26]
as:

ζup(Sa) ≤ 4
M(L + 1)

min
C(ū) �=0

ω(C(ū))

=
4

M(L + 1)
min
ū�=0

ω(ū ◦ Ga
M ) ≤ 4

M(L + 1)
ω(Ga

M ), (16)

where ω is the Hamming weight of a nonzero code matrix.
Equation (16) is also held for 2U -PAM or 4U -QAM con-
stellation [20]. For a special case where ū has weight of 1,
ω(ū ◦ Ga

M ) is equal to ω(Ga
M ). Hence the minimum weight

must be no greater than the weight for this special case which
proves the last inequality in (16).

The first inequality in (16) shows that the diversity product
is upper bounded by the minimum Hamming free distance of
the rate 1/M convolutional code generated by the correspond-
ing generator polynomials [g1(D), . . . , gM (D)]. However, the
optimal Hamming free distance convolutional codes may not
satisfy the full diversity property in asynchronous cooperative

communications. The second inequality in (16) shows that
the larger weight of the generator matrix is, the greater the
upper bound of the diversity product will be. While we cannot
ensure that the larger the weight is, the better the performance
will be, there is indeed a trend that the diversity product
improves when the weight of GM increases, which has been
verified in [26], [27]. Therefore, under the requirement for the
minimum memory order, if the optimal Hamming free distance
convolutional codes do not have the full diversity property.
Then, we always wish to choose an M(L + 1) × M(L + 1)
binary matrix as a generator matrix GM whose weight is as
large as possible. Consequently, we need to find those binary
vectors that determine the weight of the generator matrix.
Through the exhaustive computer search, we give some binary
vectors in Table I that can ensure full diversity order and have
the optimal hamming free distance or maximum weight for the
different length L and M under the constraint of the minimum
memory order.

V. SIMULATION RESULTS

In this section, we evaluate the performance of our DSTTC
through various numerical examples. In all the examples,
we assume that a frame contains 60 information bits and
the channels are quasi-static Rayleigh fading channel. Unless
otherwise stated, we assume that no errors occur in phase I
transmission and all the power delay profiles are uniform. We
also assume that there is only one antenna in the destination
node and the random delays are uniformly selected from the
set {0, 1, . . . , Le}. Unless otherwise mentioned, we assume
that Le = 2. In addition, BPSK modulation is used. Here, al-
though the rates of the synchronous case and the asynchronous
cases are different, the frame length in our simulations makes
the performance comparison of these cases reasonable.

We first compare the frame error rate (FER) performances
for delay diversity (DD) method in [22], the space-time trellis
code generated by SFR matrix (SFR code) in example 1 and
our DSTTC in example 2. Two relays with L1 = L2 = 1
are assumed. Both the asynchronous and synchronous trans-
missions are considered. The FER performances versus SNR
of these three codes are shown in Fig. 3. We see that our
DSTTC outperforms the DD method in both the asynchronous
and synchronous cases. That is to say, our DSTTC can
achieve full diversity order of 4, which agrees well with the
theoretical studies. In addition, the performance of the DD
method degrades significantly for asynchronous case since its
code error matrix does not have full rank and the achievable
diversity order for DD in asynchronous case is 2. It is also
seen that the performance of the code generated by SFR matrix
degrades for asynchronous case, because it can only achieve
the diversity order of 3 under frequency-selective channels. On
the other hand, our proposed DSTTC has the same complexity
with the DD method and the space-time trellis code generated
by SFR matrix due to the same number of states used.

Next we show the performance of the proposed DSTTC in
example 2 under the synchronous case and the asynchronous
case with Le = 2 and Le = 4 in Fig. 4. We see that
the performance of our proposed DSTTC improves when the
relative timing errors range increases. This is because that
the case with asynchronous transmission or larger Le has a
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Fig. 4. FER Comparison of DSTTC for different Le.

larger memory order. According to Eq.(8-2-36) in [28], the
hamming free distance is upper bounded by the memory order,
so the upper bound of the Hamming free distance in the
asynchronous case is higher than that of the synchronous case.
Thus the asynchronous case or larger Le case will have bigger
coding gain than the synchronous case or smaller Le.

To check the performance of the DSTTC with optimal
Hamming free distance, we show, in Fig. 5, the performance of
the DSTTCs generated from the generator matrices G1

l2 and
G1

h2 constructed by the polynomials [1, 5] and the optimal
free distance convolutional code for M = 2, L = 1 from
Table I, respectively. We can easily check that both of them
can achieve full diversity without symbol synchronization.
From Fig. 5, we see that G1

h2 outperforms G1
l2. To verify

the relationship between the weight of the generator matrix
and the diversity product, in Fig. 6 we compare the DSTTCs
for M = 3, L = 1, which are generated from three generator
matrices G1

l3, G1
m3 and G1

h3 constructed by the polynomi-
als [1, 21, 24], [7, 21, 24] and [35, 27, 37], respectively, where
ω(G1

l3) = 10, ω(G1
m3) = 14 and ω(G1

h3) = 26. To verify that
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Fig. 5. Comparison of FER for DSTTC generated by G1
l2 and G1

h2.

these three DSTTCs can achieve full diversity without syn-
chronization assumption, we show the performance of delay
diversity in the synchronous case in Fig. 6 as a benchmark. We
also show the performance of the SFR code constructed by the
polynomials [20, 12, 3] in the asynchronous case. In Fig. 6 we
see that both of our DSTTCs and the delay diversity method
have identical slopes, which agrees well with the theoretical
studies. We also observe from Fig. 6 that the FER performance
of the SFR code has a smaller slope than those of the DSTTCs
and delay diversity, since the SFR code cannot achieve full
diversity order. Moreover, the DSTTC, which is constructed
from the generator matrix with a larger weight, gives better
performance, confirming our diversity product analysis.

Finally, we show the proposed DSTTC when errors may
occur during phase I transmission in Fig. 7. We assume
that there are 4 relays. The channel power profiles for the
channels from R1, . . . , R4 to T are [2/3, 1/3], [3/4, 1/4],
[1/2, 1/2], and [1/2, 1/2], respectively. We use the code for
M = 4, L = 1 in Table I. Those relays which can detect the
entire packet correctly, encode the information by its generator
polynomial and forward the encoded packet to T in phase II.
The SNR in phase I is denoted by SNRsr. The asynchronous
case is considered. As a benchmark, we also show the SFR
code generated by the polynomials [100, 140, 120, 17]. Firstly,
we see that the performances of the DSTTC degrade as
SNRsr decreases. This is because that less potential relays
may participate in phase II transmission and the achieved full
diversity order Ms +

∑
Ri∈Rs

Li is decreased when SNRsr

decreases. From Fig. 7 we also see that the DSTTC performs
better than the SFR code, since the code generated by SFR
matrix cannot achieve full diversity in asynchronous scenarios.

VI. CONCLUSIONS

In this paper, we propose a novel family of DSTTC
that achieves full cooperative and multipath diversities under
asynchronous cooperative communications. The new DSTTC
tolerates imperfect synchronization among relay nodes. We
give sufficient conditions to construct such family of DSTTC
with the minimum memory order. By further studying the
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diversity product, some optimal DSTTCs which give full
diversity and maximum upper bound of the coding gain are
found through the exhaustive computer search. Finally, various
numerical examples are provided to corroborate the analytical
studies. The proposed new technique can be applied to dis-
tributed wireless networks, e.g., sensor networks, to enhance
transmission energy efficiency and to reduce synchronization
cost.

APPENDIX A
PROOF OF THEOREM 3

Suppose that the coefficient matrices of relay R1 and relay
R2 are generated from v1 and v2, respectively. Without loss of
generality, we define τ1 and τ2 as the timing errors of R1 and
R2 respectively, and assume τ1 ≤ τ2. It is obvious that the row
permutation does not affect the full diversity requirement of
the asynchronous cooperative communication. Thus the case
of τ2 ≤ τ1 is equivalent to the case of τ1 ≤ τ2. If τ2 > τ1 +L,
the last L + 1 rows in Ga

2 are shifted by more bits compared
with the first L + 1 rows in Ga

2 . Remembering that l(v1) =
l(v2) ≥ L + 2, the first L + 1 rows cannot be obtained by
the linear combination of the last L + 1 rows and are linearly
independent from each other. On the other hand, none of the
last L+1 rows can be the linear combination of the first L+1
rows in Ga

2 . Clearly, Ga
2 has full row rank. On the other hand,

if τ1 ≤ τ2 ≤ τ1+L, the first 2L+τ1−τ2+2 rows in Ga
2 belong

to the matrix whose rows are all right shifted from G2 by τ1

bits. Then the submatrix containing the first 2L + τ1 − τ2 + 2
rows in Ga

2 must be full rank since G2 is a full rank matrix.
Furthermore, the last τ2 − τ1 rows in Ga

2 are shifted by more
bits with respect to the first 2L+τ1−τ2+2 rows in Ga

2 . Hence,
none of the last τ2 − τ1 rows can be the linear combination
of the first 2L + τ1 − τ2 + 2 rows. Moreover, none of the
2L + τ1 − τ2 + 2 rows can be the linear combination of the
last τ2 − τ1 rows in Ga

2 . From all the above, Ga
2 must be full

rank.
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Fig. 7. Comparison of FER for DSTTC and SFR code when errors may
occur in phase I.

APPENDIX B
PROOF OF THEOREM 4

According to the elementary row operation, the
rank of G2 is equivalent to the rank of the matrix[
vT

1 , . . . ,
(
v(L)

1

)T

, (v1 + v2)T , . . . ,
(
v(L)

1 + v(L)
2

)T ]T
.

Obviously, v1, . . . ,v
(L)
1 are linearly independent from each

other. Meanwhile, v1 + v2, . . . ,v
(L)
1 + v(L)

2 are also linearly
independent from each other. We define two vector sets
V1 = {v1, . . . ,v

(L)
1 } and V2 = {v1 + v2, . . . ,v

(L)
1 + v(L)

2 }.
Note that l(v1) = l(v2) = L + 2, and the length of the
rows in V2 must be less than L + 2. Hence no row in V2

is the linear combination of the rows in V1. The minimum
length of any linear combination of the rows in V1 is L + 2,
because l(v1) = l(v2) = L + 2. Therefore, if any linear
combination of the rows in V1 can be obtained by the
linear combination of the rows in V2, the length of the
linear combination of the rows in V2 must not be less than
L + 2. However, the linear combination with maximum
length in V2 is (v1 + v2) + (v1 + v2)

(L). Since we have
l((v1 + v2) + (v1 + v2)

(L)) < L + 2, the row in V1 cannot
be obtained through linear combination of the rows in V2.

As a result, no row in the matrix
[
vT

1 , . . . ,
(
v(L)

1

)T

, (v1 +

v2)T , . . . ,
(
v(L)

1 + v(L)
2

)T ]T
can be obtained from the

linear combination of other rows in this matrix. Therefore,[
vT

1 , . . . ,
(
v(L)

1

)T

, (v1 + v2)T , . . . ,
(
v(L)

1 + v(L)
2

)T ]T
is

full rank. Namely, G2 is full rank.

APPENDIX C
PROOF OF THEOREM 5

Let the coefficient matrices of relay R1, relay R2 and
relay R3 be constructed from v1, v2 and v3, respectively.
Without loss of generality, we define τ1, τ2, τ3 as the timing
errors of R1, R2, R3 and τ1 ≤ τ2 ≤ τ3 is assumed.
Other cases with different order of τ1, τ2, τ3 are equivalent
to that with τ1 ≤ τ2 ≤ τ3 due to the row permutation
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operation. According to Theorem 3 and bearing in mind that
G3 is full rank, the asynchronous versions Ga

2 of G2 =[
vT

2 , . . . ,
(
v(L)

2

)T

,vT
3 , . . . ,

(
v(L)

3

)T ]T
must be full rank.

Namely, the last 2L+ 2 rows in Ga
3 are linearly independent.

The discussion is then divided into two cases.
1) L+τ1 < τ2: In this case, the last 2L+2 rows are shifted

by more bits compared with the first L+1 rows. Thus the
linear combination of the first L+1 rows in Ga

3 cannot
be obtained by the linear combination of the last 2L+2
rows, and the first L + 1 rows are linearly independent
with each other. As we have mentioned earlier, the last
2L+2 rows in Ga

3 are linearly independent. Hence, Ga
3

is full rank.
2) τ1 ≤ τ2 ≤ L + τ1: In this case, some rows in the last

2L+2 rows are shifted the same amount as some other
rows in the first L + 1 rows. Define p as the minimum
value such that at least one row in the last 2L+ 2 rows
is shifted the same amount as pth row, 1 ≤ p ≤ L + 1.
Then, none of the last 2L + 2 rows is shifted the same
amount as 1st,. . . , (p− 1)th rows in Ga

3 . Since the first
(p − 1) rows in Ga

3 are shifted less compared with the
pth to the (3L+3)th rows, the first (p−1) rows cannot
be obtained from the linear combination of other rows
and are linearly independent from each other. Since no
more than two rows are shifted the same amount as the
pth row, we further consider the following two subcases:

a) If there is only one row which is shifted the same
amount as the pth row, this row must be the asyn-
chronous version of v2, i.e., v(τ2)

2 . In this subcase,
the pth row to the (2L + 2)th row belong to the
matrix whose rows are all right shifted from those
in G3 by τ1+p−1 = τ2 bits. Since G3 is full rank,
the rows in the row set P = {p, p+1, . . . , 2L+2}
are linearly independent. If some rows in the last
L + 1 rows are shifted the same amount as one
row in P , these rows also belong to the matrix
whose rows are all right shifted from those in G3

by τ1 + p− 1 bits. We define the row set of these
rows as Q and the set of other rows in the last
L + 1 rows as Q̄. At the same time, the rows
in Q and the rows in P are linearly independent.
Since τ1 ≤ τ2 ≤ τ3, the rows in Q̄ are shifted by
more bits compared to the other rows in Ga

3 . Thus
the linear combination of the rows in Q̄ cannot
be obtained from the linear combination of the
other rows in Ga

3 , and the rows in Q̄ are linearly
independent from each other. Hence, Ga

3 is full
rank.

b) If there are two rows which are shifted the same
amount as the pth row, these two rows must be the
asynchronous versions of v2 and v3, i.e., v(τ2)

2 and
v(τ3)

3 . In this subcase, the {p, p+1, . . . , 3L+3}th
rows belong to the matrix whose rows are all right
shifted from those in G3 by τ1 + p− 1 = τ2 = τ3

bits. Hence, these rows are full rank and Ga
3 is

also full rank .
From all above discussions, if G3 is full rank, any asyn-
chronous version Ga

3 is full rank.
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