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Abstract—In this paper, we consider an unmanned aerial vehi-
cle (UAV)-enabled massive multiple-input multiple-out (MIMO)
non-orthogonal multiple access (NOMA) full-duplex (FD) two-
way relay (TWR) system with low-resolution analog-to-digital
converters/digital-to-analog converters (ADCs/DACs), where the
UAV provides services for multi-pair ground users (GUs). By em-
ploying maximum ratio combining/maximum ratio transmission
(MRC/MRT), the approximate closed-form expressions for sum
spectrum/energy efficiency (SE/EE) with imperfect channel state
information (CSI), imperfect successive interference cancellation
(SIC) and quantization noise are derived. To evaluate the effects
of the parameters on system performance, the asymptotic analysis
and the power scaling laws are further provided. The numerical
results verify the accuracy of theoretical analysis and show
that the interference and noise can be effectively eliminated by
deploying large-scale antennas, adopting larger Rician factors,
and applying proper power scaling law. We also demonstrate
that the proposed system can obtain better SE by adjusting the
height of the UAV. Moreover, the system performance is related
to the ADCs/DACs quantization bits, where the SE saturation
values increase with the increasing number of quantization bits,
while the EE first increases and then decreases. Finally, the
SE/EE trade-off at low precision ADCs/DACs can be achieved by
choosing the appropriate number of quantization bits, and the
trade-off region grows as Rician factor increases.

Index Terms—Unmanned aerial vehicle (UAV), massive
multiple-input multiple-out (MIMO), non-orthogonal multiple
access (NOMA), two-way relay (TWR), low-resolution ADC-
s/DACs.

I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) have attracted

widespread attention for the high mobility, ease of

deployment, and low cost, which can provide solutions for

application scenarios with terrestrial communication loads,

such as by deploying UAVs to meet network reconstruction
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requirements after major natural disasters and the sudden

increasing communication needs for major holiday gatherings

[1]. UAV-assisted communication is recognized as a potential

indispensable technology in the beyond-fifth generation/sixth

generation (B5G/6G) communication networks [2]–[4]. Com-

pared with conventional terrestrial communications, the UAV-

ground channel has an inherent advantage of stronger line-

of-sight (LoS) links, which is more attractive to provide

high transmission rates and reliable wireless connectivity [5].

On the other hand, massive multiple-input multiple-output

(MIMO), non-orthogonal multiple access (NOMA) and full-

duplex (FD) are also promising technologies for future mobile

networks. Through massive MIMO, the system spectrum ef-

ficiency (SE) and energy efficiency (EE) can be significantly

enhanced [6], [7]. By invoking superposition coding (SC) and

successive interference cancellation (SIC), NOMA can achieve

higher spectrum utilization and larger system capacity than

conventional orthogonal multiple access (OMA) [8], [9]. The

FD mode can theoretically achieve double the transmission

rate than half-duplex (HD) one [10].

The integration of massive MIMO, NOMA and FD into

UAV communication networks can effectively relieve the

capacity pressure caused by ultra-dense access and improve

the quality-of-service of wireless communication. Besides,

two-way transmission can further improve the SE of UAV

relay systems [11]. Some related studies combining these

technologies have been carried out in [12]–[14]. All the

aforementioned works consider the use of a dedicated radio

frequency (RF) chain on each antenna of the UAV. However, in

practical implementation of UAV-enabled FD massive MIMO

systems, deploying large-scale antennas will significantly com-

plicate the hardware design, since the related hardware cost

and power consumption are unaffordable. Specifically, each

antenna element requires an analog-to-digital converter/digital-

to-analog converter (ADC/DAC) unit [15]. This suggests that

the increase of antennas number leads to the increase in

ADC/DAC converters. The power consumption of the analog-

digital converters is linearly related to the sampling frequency

and exponentially related to the resolution [16]. To address

this problem, an effective way is to employ low-resolution

ADCs/DACs, which has the benefits of cost effectiveness,

energy saving and engineering simplicity.

Recently, there are a lot of works on applying low-resolution

ADCs/DACs to FD massive MIMO systems [17]–[22]. In [17],

the authors analyzed the impacts of low-resolution ADCs and

loop interference on the achievable SE of a multi-user FD
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massive MIMO amplify-and-forward (AF) relaying systems,

which utilized the maximum ratio combining/maximum ratio

transmission (MRC/MRT) and zero-forcing reception/zero-

forcing transmission. Considering channel estimation, the

authors in [18] derived the exact and approximate closed-

form expressions for the achievable sum rate (ASR) of the

systems similar to [17] and provided the optimal relay power

allocation scheme. The rate performance of a FD massive

MIMO relaying system over Rician fading channels with low-

resolution ADCs was studied in [19]. Extending to hetero-

geneous network, the authors in [20] considered the network

backhaul implementation of low-resolution ADCs FD massive

MIMO systems, and investigated the SE/EE under imperfect

channel state information (CSI) over Rician fading channels.

The authors in [21] and [22] investigated the uplink/downlink

(UL/DL) rates of the FD massive MIMO systems with low-

resolution ADCs/DACs under perfect CSI and imperfect CSI

over Rician fading channels, and the EE was also discussed.

All these studies are based on unidirectional OMA. Moreover,

channel estimation was performed in [18], [20]–[22], and only

[18] considered the effect of quantization error on channel

estimation, but it merely studied the effect of low-resolution

ADCs.

Motivated by the above discussion and relying on the re-

search gap that still exist in the literature, which is summarized

in Table I. To bridge this gap, this paper analyzes the effect of

quantization error on the UL and DL channel estimation, and

studies the SE and EE performance of UAV-enabled multi-

pair massive MIMO-NOMA relay systems, where the two-

way shared FD UAV is configured with massive antennas

in the presence of low-resolution ADCs/DACs. The main

contributions are listed as follows:

• We consider a low-resolution ACD/DAC architecture

for UAV-enabled FD massive MIMO-NOMA two-way relay

(TWR) systems. The UAV employs low-resolution ADCs and

low-resolution DACs on the receive and transmit antennas, re-

spectively. This double quantized system model complements

the vacancy in existing research on UAV-aided MIMO com-

munications, which can significantly improve SE performance

with small power consumption and low hardware cost.

• We investigate the SE and EE performance under im-

perfect CSI, imperfect SIC and low-resolution ADCs/DACs.

More precisely, by employing MRC/MRT, the closed-form

approximate expressions of the sum SE and total EE are

derived. The effects of the transmit power of GUs/UAV, the

number of UAV antennas, the height of the UAV, the number

of quantization bits and the Rician factor on the system

performance are further analyzed.

• Based on approximation expressions, we present some

asymptotic analysis, and characterize the power scaling law.

The results show that by appropriately adjusting the UAV

altitude, increasing the value of Rician factor and the number

of UAV antennas can effectively compensate the SE loss

caused by quantization noise. We also find that despite the use

of low-resolution ADCs/DACs, employing massive antennas at

the UAV can provide significant power savings.

• In the simulation section, we confirm that with low-

resolution ADC/DAC architecture, the proposed massive

Fig. 1. UAV-enabled massive MIMO-NOMA FD TWR system with low-
resolution ADCs/DACs.

MIMO-NOMA FD TWR system has an appreciable SE gain

compared to the corresponding OMA and/or HD system.

Moreover, we provide the SE/EE trade-off for different quan-

tization bits. The optimal number of quantization bits and the

required UAV antennas to maximize EE are illustrated. We

further demonstrate that the proposed system works better in

Rician fading channels with stronger LoS component in the

presence of low-resolution ADCs/DACs.

Notation: The matrices, vectors, and variables are repre-

sented in bold capital, bold lowercase, and italics letters,

respectively. Cp×q denotes a complex matrix of dimension

p × q, Ir denotes an r × r identity matrix, and diag (·) is a

diagonal matrix. Moreover, (·)H, (·)∗, (·)T, and (·)−1
stand

for the conjugate-transpose, the conjugate, the transpose, and

the inverse of a matrix, respectively, while ‖·‖ denotes the

Euclidian norm of a vector, and ‖·‖F is the Frobenius norm

of a matrix. Also, the operations of expectation, variance, trace

and scalar quantization are denoted by E {·}, Var {·}, Tr (·),
Q (·), respectively. Finally, CN (a, b) represents a circularly

symmetric complex Gaussian distribution with mean of a and

variance of b.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a multi-pair massive

MIMO-NOMA system that consists of M pairs of ground users

(GU), and a two-way shared AF FD UAV relay (UR). The

ith GU Si, i = 1, 2, . . . ,M exchanges information with the

(M + i)th GU SM+i on the same time-frequency resources

via UR, since there is no available direct link between them

due to the deep shadowing and/or obstacle. We assume that UR

is deployed at a fixed altitude and equipped with N transmit

antennas and N receive antennas, while each GU has a single

transmit/receive antenna. Besides, both the UL and DL RF

chains of UR employ low-resolution ADCs/DACs to save the

cost and energy. The low-resolution ADCs cause quantization
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TABLE I
LITERATURE SURVEY

Ref./Prop. Rician Channel
Channel Estimation

with Impact of
Quantization Error

Two-Way NOMA
Transmission Hardware Impairment Performance Index

[17] × × × Low-resolution ADCs SE
[18] × � × Low-resolution ADCs ASR
[19] � × × Low-resolution ADCs ASR
[20] � × × Low-resolution ADCs SE, EE
[21] � × × Low-resolution ADCs/DACs UL/DL rate
[22] � × × Low-resolution ADCs/DACs UL/DL rate, EE
prop. � � � Low-resolution ADCs/DACs SE, EE

errors in the channel estimation and UL data reception phases,

while the low-resolution DACs introduce signal distortion for

the DL data transmission [22]. Therefore, the studied system

is double quantized. Without loss of generality, a 3D Cartesian

coordinate system is considered. The location of Si is assumed

to be fixed at qi = [xSi
, ySi

, 0]
T

, and UR’s position is set to

u = [xU, yU, H]
T

, thereby the distance between Si and UR is

given as di = ‖u− qi‖. We define the vectors hSR,i ∈ CN×1

and hT
RS,i ∈ C1×N as the channels from Si to UR and UR to

Si, respectively. For X ∈ {SR,RS}, hX,i can be modeled as

hX,i =

√
β0

(
PrL

i ηL + PrNL
i ηNL

)
KX,i

dki (KX,i + 1)
ḡX,i

+

√
β0

(
PrL

i ηL + PrNL
i ηNL

)
dki (KX,i + 1)

g̃X,i,

(1)

where β0 represents the channel power gain constant at the

reference distance of 1 meter, while PrL
i and PrNL

i denote the

LoS and NLoS probability between Si and UR, respectively,

whose expressions are refer to [23] (Eq.((3) and (5))1. ηL and

ηNL are the additional attenuation factors for the LoS and

NLoS links, respectively, and k is the path loss exponent. In

addition, KX,i represents the Rician factor of Si, ḡX,i denotes

the deterministic direct component, and g̃X,i denotes the ran-

dom scattering component, which consists of independent and

identically distributed (i.i.d.) CN (0, 1) elements. We assume

that the UAV antennas are the uniform linear arrays, then, ḡX,i

can be expressed as

ḡX,i =
[
1, ej(2πl/λ) sin(θi), . . . , ej(N−1)(2πl/λ) sin(θi)

]T
, (2)

where λ represents the carrier wavelength, l denotes the

antenna spacing, and θi denotes the angle of arrival from Si

to UR. For convenience, we concatenate the channel vectors

hSR,i and hT
RS,i to obtain the channels in matrix form as

HSR = [hSR,1,hSR,2, ...,hSR,2M ] ∈ CN×2M and HT
RS =

[hRS,1,hRS,2, ...,hRS,2M ]
T ∈ C2M×N . Additionally, the resid-

ual self-loop interference (RSI) channel matrix obtained by

self-interference cancellation [24], [25] at UR is denoted by

HRR ∈ CN×N , which is distributed as CN (0, σ2
RRIN

)
. The

imperfect CSI is assumed for both UL and DL channels, and

the minimum mean squared error (MMSE) channel estimation

process is provided in the next sub-section.

1PrL
i =

[
1 + c1e−c2(ϑi−c1)

]−1
, ϑi = 180◦

π
arcsin (H/di) and

PrNL
i = 1 − PrL

i , where c1 and c2 are parameters related to the communi-
cation environment.

A. Channel Estimation with The Impact of ADCs/DACs

By convention of massive MIMO analysis, we assume

that channel estimation is performed by pilot sounding [20].

During each coherence interval T (in symbols), the M GU

pairs simultaneously transmit their mutually orthogonal pilot

sequences of τ symbols to UR for the channel estimation.

Thus, the received signals at the receive and transmit antenna

arrays of UR are given by

Yrp=
2M∑
i=1

√
αΦ,iPΦhSR,iφi+Nrp=

√
PΦHSR

√
AΦΦ+Nrp, (3)

Ytp=
2M∑
i=1

√
αΦ,iPΦhRS,iφi+Ntp=

√
PΦHRS

√
AΦΦ+Ntp, (4)

respectively, where PΦ is the transmit power of pilot symbols,

AΦ∈C2M×2M is the power scaling coefficient matrix whose

ith diagonal element is αΦ,i, while Φ ∈ C2M×τ is the pilot

matrix whose ith row is φi, satisfying ΦΦH = I2M . Also,

N rp ∈ CN×τ and N tp∈CN×τ are the additive white Gaussian

noise (AWGN) matrix including i.i.d. CN (0, 1) elements.

We adopt the additive quantization noise model (AQNM) for

tractable analysis, and the quantized signals at UR’s receive

and transmit antenna arrays can be expressed as

Ȳ rp = Q {Y rp} = αrY rp +N rq, (5)

Ȳ tp = Q {Y tp} = αtY tp +N tq, (6)

respectively, where αr = 1− ρ, αt = 1− ρ represent the low-

resolution distortion factors, and the values of ρ for different

quantization bits b can be found in [26]. N rq ∈ CN×τ and

N tq ∈ CN×τ are quantization noises with covariance matrix

RN rq
= αr (1− αr) diag

(
PΦHSRAΦH

H
SR + IN

)
, RN tq

=

αt (1− αt) diag
(
PΦHRSAΦH

H
RS + IN

)
, respectively.

We assumed that UR employs the linear MMSE estimator to

estimate the channel matrices HSR and HRS, Then, according

to the orthogonality principle of MMSE criterion, there are

hSR,i = ĥSR,i + eSR,i, (7)

hRS,i = ĥRS,i + eRS,i, (8)

respectively, where ĥSR,i, ĥRS,i, eSR,i and eRS,i are the ith
columns of the estimated matrices ĤSR, ĤRS, and the es-

timation error matrices ΞSR, ΞRS, respectively, which are

independent of each other.
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The distributions of the above channels are given in Lemma
1, which are necessary for the subsequent analysis.

Lemma 1: The elements of ĥSR,i, ĥRS,i, eSR,i and eRS,i are

independent Gaussian random variables with zero mean and

variance δSR,i, δRS,i, ςSR,i and ςRS,i, respectively, which can be

given as

δSR,i =
βSR,i (KSR,i +ΨSR,i)

1 +KSR,i
with ΨSR,i =

αrαΦ,iPΦβSR,i

1 + αΦ,iPΦβSR,i
,

δRS,i =
βRS,i (KRS,i +ΨRS,i)

1 +KRS,i
with ΨRS,i =

αtαΦ,iPΦβRS,i

1 + αΦ,iPΦβRS,i
,

ςSR,i =
βSR,i + (1− αr)αΦ,iPΦβ

2
SR,i

(1 +KSR,i) (1 + αΦ,iPΦβSR,i)
,

ςRS,i =
βRS,i + (1− αt)αΦ,iPΦβ

2
RS,i

(1 +KRS,i) (1 + αΦ,iPΦβRS,i)
,

where βX,i =
[
β0

(
PrL

i ηL + PrNL
i ηNL

)]/
dki , X ∈ {SR,RS}.

Proof : Refer to Appendix A.

B. Data Transmission of Double Quantized System

At the uth time instant of the data transmission interval,

all GUs transmit superimposed signal by invoking SC to UR,

and UR broadcasts the signal to all GUs. Thus, the received

signals at UR and the mth GU Sm are given by

yR (u) =
2M∑
i=1

√
�iPShSR,ixi (u) +HRRt̃R (u) +nR (u) , (9)

ym (u) = hT
RS,mFyR (u− 
) + nm (u) , (10)

respectively, where xi denotes the transmitted signal for Si

that satisfies E{|xi|2} = 1, PS is the GUs’ transmit power, �i
is the power allocation coefficient of Si. To facilitate NOMA

transmission, we assumed that the UAV-to-GU channels satisfy

|hX,1|2 > |hX,2|2 > . . . > |hX,2M |2 (X ∈ {SR,RS}), thus,

we have �1 > �2 > . . . > �2M and �1 + �2 + . . .+ �2M = 1.

Furthermore, t̃R and nR denote the RSI signal and the AWGN

at UR, respectively, t̃R is limited by E{t̃Rt̃
H
R } = (PR/N) IN ,

where PR is the transmitted power of UR, and nR consists

of i.i.d. CN (0, σ2
R

)
elements. Additionally, F denotes the

precoder matrix, which will discuss in the next sub-section,


 is the processing delay due to the FD transmission of UR,

and nm is the AWGN of Sm with nm ∼ CN
(
0, σ2

m

)
.

After low-resolution ADCs/DACs, the received signals in

(9) and (10) become

yq
R=Q (yR)=αr

2M∑
i=1

√
�iPShSR,ixi+αrHRRt̃R+αrnR+nrq,

(11)

yq
m = Q (ym) = αrαth

T
RS,mF

(
2M∑
i=1

√
�iPShSR,ixi +HRRt̃R

+ nR

)
+ αth

T
RS,mFnrq + hT

RS,mntq + nm, (12)

respectively, where the time labels are dropped for the

sake of brevity, which are also removed in the sequel.

In addition, nrq and ntq are the additive ADC and

DAC quantization noise with covariance matrix Rnrq
=

αr (1− αr) diag
(
PSHSR�H

H
SR + (PR/N) IN + σ2

RIN

)
and Rntq

= αt (1− αt) (PR/N), respectively, where

�
Δ
= diag (�1, �2, ..., �2M ).
We consider that use (m, m̂) to denote the GU pair Sm

and Sm̂ that wish to exchange information with each other,

where m̂ =

{
M +m, m ≤M
m−M, otherwise

, m = 1, 2, . . . , 2M .

Then, using NOMA2 and considering imperfect SIC, yq
m in

(12) becomes

ȳq
m = αrαth

T
RS,mF

(
HRRt̃R + nR +

m̂−1∑
i=1
i �=m

√
��iPShSR,ixi

+
2M∑
i=m̂
i �=m

√
�iPShSR,ixi

)
+ αrαtκm

√
�mPSxm (13)

+ αth
T
RS,mFnrq + hT

RS,mntq + nm,

where
√
� is the proportion of residual signals caused by

imperfect SIC, and κm
Δ
= hT

RS,mFhSR,m − ĥ
T

RS,mF ĥSR,m

denotes the RSI after Sm performs imperfect self-interference

cancellation to eliminate its own transmit signal xm
3.

C. Precoder Design

The MRC/MRT precoder matrix F using the estimated

channel can be formulated as

F
Δ
= εW = εĤ

∗
RSΛĤ

H

SR = ε
2M∑
i=1

(
ĥ
∗
RS,iĥ

H

SR,̂i

)
, (14)

where the block-diagonal matrix is given as Λ =
[Λ1,Λ2;Λ2,Λ1] with Λ1 = 0 ∈ CM×M , Λ2 = IM , and

ε is the amplification factor, which is given in (15) at the top

of the next page.

III. PERFORMANCE ANALYSIS

In this section, we derive a closed form approximation of the

sum SE. To gain more useful insights, the asymptotic results

and the power scaling schemes are also discussed.

A. Spectrum Efficiency Analysis

To study the system SE, we first deduce the signal-to-

interference-noise ratio (SINR) for decoding xm̂ at Sm. The

received signal at Sm used to detect its desired signal xm̂

is given by (16) at the top of this page. From (16), we

can see that the detected signal includes the following seven

components: i) desired signal; ii) detection uncertainty; iii)

inter-pair interference caused by other GU pairs after SIC;

2If the Sm intends to decode the signal of Sm̂ correctly, it needs to
successfully and continuously decode the previous signals of m̂ GUs, and
then utilizes SIC to eliminate the interference for all GUs i, when i < m̂,
while the signals for all other GUs with i > m̂ will be regarded as noise.

3Each GU Sm is assumed to be fully aware of the estimated UL/DL
channels and its own signal xm, and performs self-interference cancellation
before decoding the expected signal xm̂. In this paper, we consider that
the self-interference cancellation is imperfect, i.e., there exists RSI, which
is denoted by κm.
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ε =

√√√√√ PR

α2
rPSE

{∥∥∥WHSR�
1
2

∥∥∥2
F

}
+

α2
rPR

N E

{
‖WHRR‖2F

}
+ α2

rσ
2
RE

{
‖W ‖2F

}
+ E

{∥∥∥WR
1
2
nrq

∥∥∥2
F

} (15)

ȳq
m,m̂ = αrαt

√
�m̂PSE

{
hT

RS,mFhSR,m̂

}
xm̂︸ ︷︷ ︸

desired signal

+αrαt

√
�m̂PS

(
hT

RS,mFhSR,m̂ − E

{
hT

RS,mFhSR,m̂

})
xm̂︸ ︷︷ ︸

detection uncertainty

+ αrαt

m̂−1∑
i=1
i �=m

√
��iPSh

T
RS,mFhSR,ixi + αrαt

2M∑
i=m̂+1
i �=m

√
�iPSh

T
RS,mFhSR,ixi

︸ ︷︷ ︸
inter-pair interference caused by other GU pairs after SIC

+αrαt

√
�mPSκmxm︸ ︷︷ ︸

RSI at Sm

+ αrαth
T
RS,mFHRRt̃R︸ ︷︷ ︸

amplified RSI at UR

+ αth
T
RS,mFnrq︸ ︷︷ ︸

quantization noise of ADCs

+ hT
RS,mntq︸ ︷︷ ︸

quantization noise of DACs︸ ︷︷ ︸
quantization noise from low-resolution converters

+αrαth
T
RS,mFnR︸ ︷︷ ︸

amplified noise at UR

+ nm︸︷︷︸
AWGN at Sm︸ ︷︷ ︸

compound noise

(16)

iv) RSI at GU; v) amplified RSI at the UR; vi) quantization

noise from low-resolution converters; and vii) compound noise

consisting of amplified noise at the UR and AWGN at GU.

Therefore, the SINR is expressed as

γm,m̂=
α2
rα

2
t�m̂PS

∣∣∣E{hT
RS,mFhSR,m̂

}∣∣∣2
L1m,m̂

+L2m,m̂
+L3m,m̂

+L4m,m̂
+L5m,m̂

+L6m,m̂

, (17)

where L1m,m̂
, L2m,m̂

, L3m,m̂
, L4m,m̂

, L5m,m̂
and L6m,m̂

in

(17) corresponds to ii), iii), iv), v), vi) and vii) in (16),

respectively, which can be given as

L1m,m̂
= α2

rα
2
t�m̂PSVar

(
hT

RS,mFhSR,m̂

)
,

L2m,m̂
= �α2

rα
2
tPS

∑m̂−1

i=1, �=m
�iE

{∣∣∣hT
RS,mFhSR,i

∣∣∣2}
+ α2

rα
2
tPS

∑2M

i=m̂+1,i �=m
�iE

{∣∣∣hT
RS,mFhSR,i

∣∣∣2},
L3m,m̂

= α2
rα

2
t�mPSE

{
|κm|2

}
,

L4m,m̂
=

α2
rα

2
tPR

N
E

{∥∥∥hT
RS,mFHRR

∥∥∥2} ,

L5m,m̂
= α2

tE

{∥∥∥hT
RS,mFnrq

∥∥∥2}+ E

{∥∥∥hT
RS,mntq

∥∥∥2} ,

L6m,m̂
= α2

rα
2
tσ

2
RE

{∥∥∥hT
RS,mF

∥∥∥2}+ σ2
m.

Based on (17), the sum SE of the system can be given as

RSE =
T − τ

T

2M∑
m=1

log2 (1 + γm,m̂). (18)

The closed-form expression of RSE in (18) can be obtained

by using random matrix theory, as shown in Theorem 1.
Theorem 1: For an UAV-enabled massive MIMO-NOMA

FD TWR system with imperfect CSI, imperfect SIC, and low-

resolution ADCs/DACs, the closed approximation form of the

sum SE can be expressed as

RSE=
T−τ

T

2M∑
m=1

log2

(
1+

N4�m̂PSδ
2
RS,mδ2SR,m̂

Δ1+Δ2+Δ3+Δ4+Δ5

)
, (19)

where

Δ1 = �
∑m̂−1

i=1,i �=m

∑2M

j=1
�iPSψRS,mjψSR,ĵi −N4�m̂PS

× δ2RS,mδ2SR,m̂ +
∑2M

i=m̂,i �=m

∑2M

j=1
�iPSψRS,mjψSR,ĵi,

Δ2 =
[
PS

(
�
∑m̂−1

i=1,i �=m
υ1i+υ1m+

∑2M

i=m̂,i �=m
υ1i

)
+Θ

]
× [N(δSR,m̂ψRS,mm + δSR,mψRS,mm̂) + ΩςRS,m

]
,

Δ3 = NςRS,mPS

(
�
∑m̂−1

i=1,i�=m
υ2i + υ2m +

∑2M

i=m̂,i �=m
υ2i
)
,

Δ4 = Jm
(
ΩPS

∑2M

i=1
υ1i +ΩΘ+N3PS

∑2M

i=1
�îδRS,iδ

2
SR,̂i

)
,

Δ5 = N
∑2M

i=1
ψRS,imυ3î +N2 (Jm + ςRS,m)

∑2M

i=1
δRS,iυ3i ,

where Ω = N2
∑2M

i=1 δRS,iδSR,̂i, Θ = PRσ
2
RR +

σ2
R, Jm =

(
α−1
t − 1

)(
δRS,m +N−1ςRS,m

)
+ α−2

t P−1
R σ2

m,

υ1i = �iςSR,i, υ2i = �i
(
δRS,̂iψSR,ii + δRS,iψSR,̂ii

)
,

υ3i =
(
α−1
r − 1

)
δSR,i

[
N−1PRσ

2
RR + σ2

R + �iPSδSR,i +

PS

∑2M
j=1 �jβSR,j

]
, and for X ∈ {SR,RS}, ψX,ij

Δ
=

E

{∣∣∣ĥH

X,iĥX,j

∣∣∣2}, which is given by

ψX,ij =
βX,iβX,j

(1 +KX,i)(1 +KX,j)

[
KX,iKX,jϕ

2
X,ij

+N (KX,jΨX,i +KX,iΨX,j +ΨX,iΨX,j)
]
,

(20)

with

ϕX,ij =
sin
[
Nπ
2 (sin (θi)− sin (θj))

]
sin
[
π
2 (sin (θi)− sin (θj))

] , i �= j, (21)

when i = j, there is

ψX,ii=
Nβ2

X,i

[
NK2

X,i+(N + 1) (2KX,i+ΨX,i)ΨX,i

]
(1 +KX,i)

2 . (22)

Proof : Refer to Appendix B.

Remark 1: Theorem 1 reveals the SE performance with

imperfect CSI, imperfect SIC and low-precision ADCs/DACs,

which shows that RSE is a function with the transmit power of
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6

GU and UR, the number of UR antennas, the altitude of UR,

the value of Rician-K factor, the channel estimation error, the

SIC level � as well as the ADC/DAC resolution.

Based on Theorem 1, we can obtain the system SE for

some special cases, such as perfect CSI, perfect SIC, full-

precision ADCs/DACs, which are provided in the following

propositions.

Proposition 1: When UR acquires the perfect CSI, the

approximate closed-form expression of the sum SE with

imperfect SIC and low-resolution ADCs/DACs can be given

as

R
(1)
SE =

T − τ

T

2M∑
m=1

log2

(
1 +

N4�m̂PSβ
2
RS,mβ2

SR,m̂

Δ
(1)
1 +Δ

(1)
2 +Δ

(1)
4 +Δ

(1)
5

)
, (23)

where

Δ
(1)
1 = �

∑m̂−1

i=1,i �=m

∑2M

j=1
�iPSψ

(1)
RS,mjψ

(1)

SR,ĵi
−N4�m̂PS

× β2
RS,mβ2

SR,m̂ +
∑2M

i=m̂,i �=m

∑2M

j=1
�iPSψ

(1)
RS,mjψ

(1)

SR,ĵi
,

Δ
(1)
2 = N

(
PRσ

2
RR + σ2

R

) (
βSR,m̂ψ

(1)
RS,mm + βSR,mψ

(1)
RS,mm̂

)
,

Δ
(1)
4 =

[(
α−1
t − 1

)
βRS,m + α−2

t P−1
R σ2

m

][
N2
(
PRσ

2
RR + σ2

R

)
×
∑2M

i=1
βRS,iβSR,̂i +N3

∑2M

i=1
�îPSβRS,iβ

2
SR,̂i

]
,

Δ
(1)
5 =

(
α−1
r − 1

){
N2
[(
α−1
t − 1

)
βRS,m + α−2

t P−1
R σ2

m

]
×
∑2M

i=1
βSR,iβRS,iz

(1)
i +N

∑2M

i=1
βSR,̂iψ

(1)
RS,imz

(1)

î

}
,

where z
(1)
i = N−1PRσ

2
RR+σ2

R+�iPSβSR,i+
∑2M

j=1 �jPSβSR,j ,

and ψ
(1)
X,ij is given by

ψ
(1)
X,ij=

⎧⎨
⎩
βX,iβX,j[KX,iKX,jϕ

2
X,ij+N(KX,i+KX,j)+N]

(1+KX,i)(1+KX,j)
, i �= j

N2β2
X,i+

Nβ2
X,i(2KX,i+1)

(1+KX,i)
2 , i = j

(24)

Proposition 2: When UR performs the perfect SIC, the

approximate closed-form expression of the sum SE with

imperfect CSI and low-resolution ADCs/DACs can be given

as

R
(2)
SE =

T − τ

T

2M∑
m=1

log2

(
1 +

N4�m̂PSδ
2
RS,mδ2SR,m̂

Δ
(2)
pSIC +Δ4 +Δ5

)
, (25)

where Δ
(2)
pSIC =

∑2M
i=m̂,i �=m

∑2M
j=1 �iPSψRS,mjψSR,ĵi −

N4�m̂PSδ
2
RS,mδ2SR,m̂ +

(
�mPSςSR,m +

∑2M
i=m̂,i �=m �iPSςSR,i +

PRσ
2
RR + σ2

R

)(
Nz

(2.1)
m + N2ςRS,m

∑2M
i=1 δRS,iδSR,̂i

)
+

NςRS,m

(
�mPSz

(2.2)
m +

∑2M
i=m̂,i �=m �iPSz

(2.2)
i

)
, where z

(2.1)
i =

δSR,̂iψRS,ii+ δSR,iψRS,îi, and z
(2.2)
i = δRS,̂iψSR,ii+ δRS,iψSR,̂ii.

Proposition 3: When UR is equipped with full-precision

ADCs/DACs, while imperfect CSI and imperfect SIC are also

considered, the approximate closed-form expression of the

sum SE can be given as

R
(3)
SE =

T − τ

T

2M∑
m=1

log2

(
1 +

N4�m̂PSη
2
RS,mη2SR,m̂

Δ
(3)
1 +Δ

(3)
2 +Δ

(3)
3

)
, (26)

where

Δ
(3)
1 =�

∑m̂−1

i=1,i �=m

∑2M

j=1
�iPSψ

(3)
RS,mjψ

(3)

SR,ĵi
−N4�m̂PS

× η2RS,mη2SR,m̂+
∑2M

i=m̂,i �=m

∑2M

j=1
�iPSψ

(3)
RS,mjψ

(3)

SR,ĵi
,

Δ
(3)
2 =

[
N
(
ηSR,m̂ψ

(3)
RS,mm + ηSR,mψ

(3)
RS,mm̂

)
+N2ξRS,m

×
∑2M

i=1
ηRS,iηSR,̂i

][
PRσ

2
RR + σ2

R + PS

(
�mξSR,m

+�
∑m̂−1

i=1,i �=m
�iξSR,i +

∑2M

i=m̂,i �=m
�iξSR,i

)]
,

Δ
(3)
3 =�NξRS,mPS

∑m̂−1

i=1,i�=m
z
(3)
i +NξRS,mPSz

(3)
m

+NξRS,mPS

∑2M

i=m̂,i �=m
z
(3)
i ,

where z
(3)
i = �i

(
ηRS,̂iψ

(3)
SR,ii + ηRS,iψ

(3)

SR,̂ii

)
.

ηX,i =
KX,iβX,i+(1+KX,i)αΦ,iPΦβ2

X,i

(1+KX,i)(1+αΦ,iPΦβX,i)
, X ∈ {SR, RS},

ξX,i =
βX,i

(1+KX,i)(1+αΦ,iPΦβX,i)
, and ψ

(3)
X,ij is given

by (27), shown on the top of next page, where

ΓX,i
Δ
= αΦ,iPΦβX,i/(1 + αΦ,iPΦβX,i).

B. Asymptotic Analysis

To further study the effect of system parameters on SE per-

formance, we also derive some asymptotic results according

to Theorem 1, which are shown in the following corollaries.

Corollary 1: When the transmit power of GUs and UR tend

to infinity (i.e., PS = PR → ∞, denoted as P → ∞), the

asymptotic SE under imperfect CSI, imperfect SIC and low-

resolution ADCs/DACs is given as

RP→∞
SE =

T−τ

T

2M∑
m=1

log2

(
1+

N4�m̂δ2RS,mδ2SR,m̂

Π1+Π2+Π3+Π4+Π5

)
, (28)

where

Π1 = �
∑m̂−1

i=1,i �=m

∑2M

j=1
�iψRS,mjψSR,ĵi −N4�m̂δ2RS,m

× δ2SR,m̂ +
∑2M

i=m̂,i �=m

∑2M

j=1
�iψRS,mjψSR,ĵi,

Π2 =
(
�
∑m̂−1

i=1,i �=m
υ1i + υ1m +

∑2M

i=m̂,i �=m
υ1i + σ2

RR

)
× [N(δSR,m̂ψRS,mm + δSR,mψRS,mm̂) + ΩςRS,m

]
,

Π3 = NςRS,m

(
�
∑m̂−1

i=1,i �=m
υ2i + υ2m +

∑2M

i=m̂,i �=m
υ2i

)
,

Π4 = J̃m

[
Ω
(∑2M

i=1
υ1i + σ2

RR

)
+N2

∑2M

i=1
δRS,iυ̃3i +N3

×
∑2M

i=1
�îδRS,iδ

2
SR,̂i

]
,

Π5 = N
∑2M

i=1

(
ψRS,imυ̃3î +NςRS,mδRS,iυ̃3i

)
,

where ψSR,ij , ψRS,ij , υ1i , υ2i , Ω are the same as those given

in Theorem 1, J̃m =
(
α−1
t − 1

) (
δRS,m +N−1ςRS,m

)
, υ̃3i =(

α−1
r − 1

)
δSR,i

(
�iδSR,i +

∑2M
j=1 �jβSR,j +N−1σ2

RR

)
.

Remark 2: From Corollary 1, the system SE tends to be

constant as the transmit power of GUs and UR increases.

This constant value is limited by the number of ADC/DAC

quantization bits, channel estimation errors, inter-pair inter-

ference between different GU pairs, and RSI at the FD UR.
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7

ψ
(3)
X,ij =

⎧⎨
⎩

βX,iβX,j

[
KX,iKX,jϕ

2
X,ij+N(KX,jΓX,i+KX,iΓX,j+ΓX,iΓX,j)

]
(1+KX,i)(1+KX,j)

, i �= j
Nβ2

X,i[NK2
X,i+(N+1)(2KX,i+ΓX,i)ΓX,i]

(1+KX,i)
2 , i = j

(27)

This also shows that the effect of quantization noise on system

SE cannot be completely eliminated by simply increasing the

transmit power of GU and UR. Finally, substituting P → ∞
into (23), (25) and (26), we can obtain the results under perfect

CSI, perfect SIC, full-precision ADCs/DACs, respectively.

Corollary 2: When UR is equipped with massive antennas,

the asymptotic SE under imperfect CSI, imperfect SIC and

low-resolution ADCs/DACs is expressed as

RN→∞
SE =

T − τ

T

2M∑
m=1

log2

(
1+

�m̂PSδ
2
RS,mδ2SR,m̂

Σ1+Σ2+Σ3+Σ4+Σ5

)
, (29)

where

Σ1 =
(
N−1δ2RS,mδSR,m̂ +N−2ςRS,m

∑2M

i=1
δRS,iδSR,̂i

)[
PS

×
(
�
∑m̂−1

i=1,i �=m
υ1i + υ1m +

∑2M

i=m̂,i �=m
υ1i

)
+Θ

]
,

Σ2 = N−1ςRS,mPS

(
�
∑m̂−1

i=1,i �=m
�iδ

2
SR,iδRS,̂i + �mδ2SR,m

× δRS,m̂ +
∑2M

i=m̂,i �=m
�iδ

2
SR,iδRS,̂i

)
,

Σ3 =
[
PS

∑2M

i=1
�îδRS,iδ

2
SR,̂i

+N−1
∑2M

i=1
δRS,iδSR,̂i

(
PS

×
∑2M

i=1
υ1i +Θ

)][
N−2

(
α−1
t − 1

)
ςRS,m +N−1J̄m

]
,

Σ4 =
(
α−1
r − 1

) [ (
α−1
t − 1

) (
δRS,m +N−1ςRS,m

)
+ ςRS,m

+α−2
t P−1

R σ2
m

]∑2M

i=1
δRS,i

(
N−3PRσ

2
RRδSR,i+N−2ῡ3i

)
,

Σ5 =
[
PS

(
�m̂δSR,m̂ +

∑2M

j=1
�jβSR,j

)
+ σ2

R +N−1PRσ
2
RR

]
×N−1

(
α−1
r − 1

)
δ2RS,mδSR,m̂,

where J̄m =
(
α−1
t − 1

)
δRS,m+α−2

t P−1
R σ2

m, ῡ3i = δSR,i

[
σ2

R+

PS

(
�iδSR,i +

∑2M
j=1 �jβSR,j

)]
.

Remark 3: Corollary 2 shows that the sum SE grows when

N tends to infinity. This means that the SE loss due to low

quantization can be compensated by employing more antennas

at UR. Moreover, substituting N →∞ into Propositions 1-3,

the corresponding asymptotic results can be obtained.

Corollary 3: When the number of quantization bits tends to

infinite, the asymptotic SE under imperfect CSI and imperfect

SIC is same as (26), that is, Rb→∞
SE = R

(3)
SE .

Remark 4: Corollary 3 derives an asymptotic expression

for the system SE when b → ∞. This represents that UR is

equipped with full-precision ADCs/DACs, which can be used

as a baseline to measure the degree of impact of quantization

noise on the system performance.

C. Power Scaling Law

To analyze the possible power savings during the data

transmission phase and the interaction between the transmit

power of GUs and UR, we give the power scaling law for

UAV-enabled massive MIMO-NOMA FD TWR system in the

following corollaries.

Corollary 4: When PS = ES/N
εS and PR = ER/N

εR , fixed

ES, ER, while 0 ≤ εS, εR ≤ 1, as N grows into infinity, the

asymptotic SE under imperfect CSI, imperfect SIC and low-

resolution ADCs/DACs can be derived as

R̃SE =
T − τ

T

2M∑
m=1

log2

(
1 +

�m̂δ2RS,mδ2SR,m̂

Σ̃1 + Σ̃3 + Σ̃4 + Σ̃5

)
, (30)

where

Σ̃1 =
(
NεS−εR−1ERσ

2
RR +NεS−1σ2

R

)
E−1

S δ2RS,mδSR,m̂,

Σ̃3 = α−2
t E−1

R σ2
m

(
NεR−1

∑2M

i=1
�îδRS,iδ

2
SR,̂i

+NεS+εR−2

× E−1
S σ2

R

∑2M

i=1
δRS,iδSR,̂i

)
,

Σ̃4 =
(
α−1
r − 1

)
α−2
t NεS+εR−2E−1

S E−1
R σ2

mσ2
R

∑2M

i=1
δRS,iδSR,i,

Σ̃5 =
(
α−1
r − 1

)
NεS−1E−1

S σ2
Rδ

2
RS,mδSR,m̂.

From Corollary 4, the asymptotic SE can be obtained for

the following four cases:

(i) Case 1: When εS = εR = 1, we have

R̃
(1)
SE =

T − τ

T

2M∑
m=1

log2

(
1 +

�m̂ESERδ
2
RS,mδ2SR,m̂

Σ(1)

)
, (31)

where Σ(1) = ERσ
2
Rδ

2
RS,mδSR,m̂ + α−2

t σ2
m ×(

ES

∑2M
i=1 �îδRS,iδ

2
SR,̂i

+ σ2
R

∑2M
i=1 δRS,iδSR,̂i

)
+
(
α−1
r − 1

) ×(
α−2
t σ2

Rσ
2
m

∑2M
i=1 δRS,iδSR,i + ERσ

2
Rδ

2
RS,mδSR,m̂

)
.

(ii) Case 2: When 0 ≤ εS < 1, εR = 1, we have

R̃
(2)
SE =

T−τ

T

2M∑
m=1

log2

⎛
⎜⎜⎝1 + �m̂ERδ

2
RS,mδ2SR,m̂

α−2
t σ2

m

2M∑
i=1

�îδRS,iδ2SR,̂i

⎞
⎟⎟⎠. (32)

(iii) Case 3: When εS = 1, 0 ≤ εR < 1, we have

R̃
(3)
SE =

T − τ

T

2M∑
m=1

log2

(
1 +

�m̂ESδSR,m̂

ERσ2
RR + α−1

r σ2
R

)
. (33)

(iv) Case 4: When 0 < εS < 1, 0 < εR < 1 or εS = εR = 0,

we have R̃
(4)
SE →∞.

Remark 5: Corollary 4 characterizes the power scaling law

of the considered system with imperfect CSI, imperfect SIC

and low-resolution ADCs/DACs. As N → ∞, the results in

Cases 1∼3 all converge to deterministic constants, while the

system SE grows unboundedly in Case 4. This indicates that

the SE performance is related to the scaling parameters, εS

and εR: the transmit power of GU and UR can be scaled down

proportionally to 1/NεS and 1/NεR (εS = 1, 0 ≤ εR ≤ 1 or

εR = 1, 0 ≤ εS ≤ 1), respectively, to maintain the expected

SE.
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TABLE II
SIMULATION PARAMETERS

Parameters Values
Number of the GU pairs M = 3

Altitude of the UAV H = 100 m
Position of the UAV u = (0, 0, H)

Coordinate range of the GU ||qi|| ≤ 150
Reference channel power gain β0 = −30 dB

Environmental parameters c1 = 9.61, c2 = 0.16
Attenuation factors ηL = 1, ηNL = 0.7
Path loss exponent k = 3

Length of coherence interval T = 200
Length of training interval τ = 2M

Rician factor KX,i
Δ
= K = 10 dB

Interference and noise σ2
RR = σ2

R = σ2
i = 0 dB

Mixer power Pmix = 30.3 mW
Active filter power

at the transmitter/receiver side
Pfilt = Pfilr = 2.5 mW

Frequency synthesizer power Psyn = 50 mW
Low-noise amplifier power PLNA = 20 mW

Intermediate frequency amplifier power PIFA = 3 mW
Automatic gain control power PAGC = 2 mW

Power supply of converter Vdd = 3 V
Minimum channel length for CMOS Lmin = 0.5 μA

Corner frequency fcor = 1 MHz
Unit current source I0 = 10 μA

Parasitic capacitance Cp = 1 pF
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Fig. 2. Sum SE versus PS varying N for PΦ = PS, PR = PS, b = 1.

IV. NUMERICAL RESULTS

In this section, some numerical results are provided to vali-

date the correctness of the proposed system. Unless mentioned

otherwise, the simulation parameters are set as in Table II.

In addition, the fixed power allocation is employed for M
pairs’ NOMA GUs, and the power allocation factors are satisfy

�i =
2M−i+1

χ , where χ =
∑2M

i=1(2M − i+ 1).

A. Spectrum Efficiency

a. NOMA v.s. OMA, FD v.s. HD
Fig. 2 shows the simulated, analytical and asymptotic sum

SE versus total GU transmit power PS for FD TWR massive

MIMO-NOMA systems with 1-bit ADCs/DACs, which is

based on the imperfect CSI and imperfect SIC cases. To

facilitate comparison, the results of the OMA-MIMO-FD [21],

OMA-MIMO-HD-TWR [27] and NOMA-MIMO-HD-TWR

[28] schemes are also provided under the same network

setting. Note that the transmit power of each GU (defined

as pi, i = 1, 2, . . . 2M ) is set to be the same in the OMA

scheme, i.e., pi = PS/2M . For the proposed scheme, the

three curves for different number of UR antennas are obtained

according to (18), (19) and (29), respectively. As shown in

Fig. 2, in the presence of quantization noise, the proposed

scheme gains superior SE performance compared with the

other three transmission schemes. This proves the performance

advantages of the proposed scheme. In addition, the sum SE

first grows rapidly and then slowly converges to a fixed value

as PS increases, which is consistent with Corollary 1. The

saturation is caused by the interference among different GU

pairs, the RSI on the FD UAV, the channel estimation errors,

and the ADC/DAC distortion. Meanwhile, the effects of these

interference and distortion components do not attenuate when

the transmit power increases.

b. Perfect SIC v.s. Imperfect SIC
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Fig. 3. Sum SE versus N varying b under both perfect and imperfect SIC
for PΦ = PS = PR = 30 dB.

Fig. 3 presents the effect of the number of UR antennas

N on the sum SE for different ADC/DAC resolution bits b
with both perfect and imperfect SIC. For imperfect SIC, we

set � = 0.9. Compared with perfect SIC, there is a certain

SE loss caused by SIC error. An insightful observation is

that quantization error deteriorates the SE performance more

than SIC error when N is large. This is because when the

UR is configured with large-scale antennas in the presence

of low-resolution ADCs/DACs, the quantization noise has a

dominant limiting effect compared with the inter-user inter-

ference caused by imperfect SIC. One can also observe that

the SE of all cases increases significantly from b = 1 to

2. However, the gaps between b = 2 and b → ∞ becomes

narrow. This indicates that the SE loss caused by quantization

noise decreases as b increases. Furthermore, the limited SE

loss due to the quantization noise can be compensated by

increasing N . For example, in the perfect SIC case, when

using infinite resolution ADCs/DACs, the UR requires about

Page 51 of 56 IEEE Transactions on Vehicular Technology

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



9

� � � � � � � � 	 �


�

�

	

�


��

��

��

��

��

��
�
��

��
��

��
	�
�
�

��
��
��

�

��
��
��
��

��

��
�����������������������������

���������� !

�!"#�������� !

�!"#�������� !�
��$�����"#�������%&��'&%��

�%�(�#�������� !

�%�(��"#�������� !

�%�(��"#�������� !�
��$�����"#�������%&��'&%��

�)�
�*�

�)+�
*�

Fig. 4. Sum SE versus b varying K for N = 64, PΦ = PS = PR = 30 dB.

150 receive/transmit antennas to attain a sum SE of 21 bps/Hz,

while for 2-bit ADC/DAC resolution, it needs about 200
receive/transmit antennas to reach the same sum SE.

c. Different CSI Cases
Fig. 4 compares the sum SE versus various ADC/DAC

resolution levels for three CSI cases: (i) perfect CSI, (ii)

imperfect CSI, and (iii) estimated CSI without considering

the impact of quantization noise. Noted that the “Asy” curves

mean the asymptotic results when b→∞, and the curves with

K = −20 dB represent the results under Rayleigh channel

[17], [18]. As expected, the Rayleigh fading has smaller SE

value, because the larger the value of K, the stronger the

LoS component. We observe that all the curves converge to

fixed values as b increases, and the performance comparable

to full-precision ADCs/DACs can be achieved when b is

almost 5. Meanwhile, the SE performance is much worse when

b = 1 or 2 compared to the coarse quantization bits, because

low quantization bits result in a significant reduction in the

accuracy of the channel estimation.

d. Impact of ADC/DAC Distortion (four cases of power scaling
law)

To further explore the effects of ADC/DAC distortions under

different parameter conditions, we provide Figs. 5-7.

Fig. 5 shows the sum SE versus the height of the UAV for

different quantization bits. It can observe that the sum SE first

increases and then decreases with the increase of UAV height

H , which implies that there exists an optimal operating altitude

to enhance SE performance. The reason is that as H grows,

the performance improvement from LoS link transmission is

more dominant than the path-loss due to increased distance.

However, when H continues to increase beyond the optimal

operating altitude, the SE performance is limited mainly by the

increase of distance. Another observation is that the optimal

operating altitude of the UAV varies at different quantization

levels, as shown by the coordinate points labeled in Fig. 5.

Moreover, the sum SE deteriorates as the ADC/DAC resolution

reduces. This can be improved by properly adjusting the height
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Fig. 5. Sum SE versus H varying b and N for M = 2, PΦ = PS = PR =
30 dB.
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Fig. 6. Sum SE versus K varying b for M = 3, N = 64, PΦ = PS =
PR = 30 dB.

of the UAV. For instance, the sum SE of 2-bit system is about

5.52 bps/Hz at H = 135 m, N = 64, and the same SE

performance can be achieved through reducing the height by

about 30 m when b = 1.

Fig. 6 illustrates that the sum SE at any ADC/DAC resolu-

tion can be significantly improved when the value of Rician

K-factor increases. The “Asymptote” is obtained as K →∞.

This suggests that the sum SE approaches a constant when

the channel has only LoS components. Also, the gap between

b = 1 and b = 2 is obviously larger than that between

b = 2 and b = 3, and these gaps tend to a fixed value as

K increases. Moreover, the 3-bit system can achieve a SE of

about 13.11 bps/Hz at K = 5 dB, and when b = 2, the system

can realize the same SE performance by increasing the Rician

factor to 10 dB. This demonstrates that the SE loss due to low-

resolution ADCs/DACs can be improved by increasing K.

Fig. 7 shows the power scaling law for four cases in Corol-

lary 4, which revealed that the use of massive antennas at UR

can result in significant power savings. Particularly, for case 1,
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Fig. 7. Sum SE versus N varying b for M = 4, PΦ = 20 dB, PS =
ES/N

εS with ES = 20 dB, and PR = ER/N
εR with ER = 25 dB.

i.e., εS = εR = 1, the results are given for different ADC/DAC

resolution levels. We can observe that the curves for b = 1 and

b = 2 (or 3) still tend to different values. This indicates that

the effect of low-resolution ADCs/DACs cannot be completely

eliminated, but the SE loss can be effectively compensated by

increasing N . The required number of UR antennas is related

to the ADC/DAC resolution levels. For instance, compared to

b = 3, the 1-bit system needs approximately fourfold antennas

to achieve a sum SE of 9.55 bps/Hz, while the 2-bit system

requires only about 40 additional antennas.

B. Energy Efficiency

The EE of the wireless communication systems can be

defined as

ηEE =
RSEB

Ptot

, (34)

where RSE represents the sum SE, B refers to the transmission

bandwidth assumed to be 20 MHz [22], and Ptot is the total

power consumption of the UR RF chains for signal processing.

Combining [29] (Eq. (72)) and [30] (Eq. (9)), like [22] (Eq.

(32)), Ptot can be expressed as

Ptot =N (Pmix + Pfilt) + 2Psyn

+N (PLNA + Pmix + PIFA + Pfilr)

+N [(cA + cD)PAGC + PADC + PDAC] ,

(35)

where the expressions for PADC, PDAC are referred to [31]:

PADC =
3V 2

ddLmin (2B + fcor)

10−0.1525b+4.838
, (36)

PDAC =
1

2
VddI0

(
2b − 1

)
+ bCp (2B + fcor)V

2
dd, (37)

where the definitions and simulation values of all parameters

are shown in Table II. In addition, cA/cD denotes the flag

related to quantization bits of low-resolution ADCs/DACs,

which can be given as cA = cD
Δ
= c =

{
0, b = 1
1, b > 1

.

In Fig. 8, we plot the curves of EE with resolution level,

and investigate the effect of different number of UR transmit
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Fig. 8. EE versus ADC/DAC resolution quantization bits varying N for
PΦ = PS = PR = 30 dB.
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Fig. 9. EE versus N varying b for PΦ = PS = PR = 30 dB.

(receive) antennas on EE. It can be seen that the EE curves

rise initially and then decrease as the resolution increases. In

addition, more UR antennas result in lower EE. This is due to

the power consumption of the UR RF chains used for signal

processing increases linearly with N , while the sum SE has

a logarithmic scale for N . Fig. 9 further explores the system

parameters for achieving the best EE. The fact can be found

that the 1, 2, 3-bit system can achieve its optimal EE when

the UR is configured with about 40, 30 and 30 antennas.

Fig. 10 demonstrates the trade-off between EE and SE in the

presence of low-resolution ADCs/DACs for different number

of the UR transmit (receive) antennas N , Rician K-factor,

and quantization bits b. For each case, the excellent sum SE

value is displayed at the rightmost point, while the best EE

value is given at the topmost point. Thus, the best EE/SE

trade-off is achieved roughly at the top rightmost point, and

a slight sacrifice of SE is required to obtain a higher EE

value. Specifically, both the sum SE and EE increase when

b = 1 to 2 (or 3). However, with a further increase of the
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Fig. 10. Trade-off between EE and SE with low-resolution ADCs/DACs for
PΦ = PS = PR = 30 dB.

ADC/DAC resolution, the EE decreases rapidly, while the sum

SE gradually remains at a constant value. The reason is that

the sum SE is a sub-linear increasing function of b, while the

power consumption of the ADCs/DACs grows exponentially

with increasing b. Furthermore, the optimal quantization bits

influenced by both the number of UR antennas and the Rician

K-factor. It is clear from Fig. 10 that the sum SE improves

and the EE deteriorates as N increases. This is consistent

with the findings in Figs. 4 and 8, where increasing the UR

antenna number results in a higher SE gain than the EE gain.

As expected, the envelope of the EE/SE region grows as

K increases, which is due to larger K values can achieve

higher SE as shown in Fig. 6. That is, the system with low-

resolution ADC/DAC architecture has a larger operating region

when operating in Rician fading channels with stronger LoS

component.

V. CONCLUSION

We considered an UAV-enabled massive MIMO NOMA FD

TWR system with multiple GU pairs, where the UAV employs

low-precision ADCs/DACs antennas. Using MRC/MRT pre-

coder and AQNM model, we derived the closed-form expres-

sions of sum SE and total EE for imperfect CSI and imperfect

SIC conditions. The impact of key system parameters on the

SE performance was studied based on asymptotic analysis.

The power scaling law was also characterized. We showed

that the SE loss due to quantization noise can be effectively

compensated by adjusting the UAV altitude and increasing the

number of antennas. In addition, we confirmed that as the

number of quantization bits increases, the sum SE increases

until saturation is reached, while the EE initially increases

and then deteriorates, and illustrate the optimal number of

quantization bits and antennas needed to maximize EE. The

SE/EE trade-off region grows with increasing Rician factor.

As a result, UAV-enabled massive MIMO NOMA FD TWR

systems can achieve considerable performance while saving

energy by employing the low-resolution ADC/DAC architec-

ture. Moreover, the utilization of low-precision ADCs/DACs

is mainly used to reduce the energy consumption of multi-

antenna UAV-assisted massive MIMO systems by changing

the hardware configuration, and user scheduling and resource

allocation as well as UAV flight trajectory optimization can

also be considered to maximize the EE, which will be set

aside in our future work.

APPENDIX A

PROOF OF LEMMA 1

We here only provide the derivation of ĤSR and ΞSR, since

ĤRS and ΞRS can be deduced in the same fashion.
We first remove the known deterministic LoS components

in (5), and obtain

Ỹ rp =
αr

√
PΦH̃SR

√
AΦΦ√

(ΩSR + I2M )
+ αrN rp +N rq, (38)

where H̃SR =
[
h̃SR,1, h̃SR,2, ..., h̃SR,2M

]
, h̃SR,i = βSR,ig̃SR,i,

i ∈ [1, 2M ], and ΩSR = diag (KSR,1,KSR,2, . . . ,KSR,2M ).

Denote Φ̃rp =

√
(ΩSR + I2M )

−1
Φ, and from (38), we obtain

Ỹ
H

rp = αr

√
PΦΦ̃

H

rp

√
AH

ΦH̃
H

SR + αrN
H
rp +NH

rq. (39)

According to the standard MMSE estimation, the estimated

H̃
H

SR can be expressed as [18]

H̃
H

SR,est. = E

{
H̃

H

SRỸ rp

}(
E

{
Ỹ

H

rpỸ rp

})−1

Ỹ
H

rp. (40)

Recalling that RN rq
= αr (1− αr) ×

diag
(
PΦHSRAΦH

H
SR + IN

)
, and defining τ = 2M ,

DSR = diag (βSR,1, βSR,2, . . . , βSR,2M ), we have

E

{
H̃

H

SRỸ rp

}
= E

{
αr

(√
PΦH̃

H

SRH̃SR

√
AΦΦ̃rp + H̃

H

SRN rp

+ H̃
H

SRN rq

)}
= Nαr

√
AΦPΦDSRΦ̃rp,

(41)

E

{
Ỹ

H

rpỸ rp

}
= E

{
α2
rPΦΦ̃

H

rp

√
AH

ΦH̃
H

SRH̃SR

√
AΦΦ̃rp

+ α2
rN

H
rpN rp +NH

rqN rq

}
= NαrAΦPΦDSR +NαrI2M .

(42)

Then, substituting (39), (41) and (42) into (40), we have

H̃
H

SR,est. = H̃
H

SRD̃SR +
D̃SRΦ̃rpN

H
rp√

AΦPΦ

+
D̃SRΦ̃rpN

H
rq

αr

√
AΦPΦ

, (43)

where D̃SR = αr

(
I2M +A−1

Φ P−1
Φ D̃

−1

SR

)−1
.

Based on (43), the estimated channel HSR can be given as

ĤSR=H̄SR

√
ΩSR

(ΩSR+I2M )
+ H̃SR,est.

√
1

(ΩSR + I2M )
, (44)

where H̄SR =
[
h̄SR,1, h̄SR,2, ..., h̄SR,2M

]
, h̄SR,i = βSR,iḡSR,i,

i ∈ [1, 2M ].
Finally, the channel estimation error matrix is given by

ΞSR = ĤSR−HSR. Since ĥSR,i, eSR,i are the ith columns of

ĤSR and ΞSR, the variance of elements of ĥSR,i, eSR,i can be

obtained by calculating E
{∣∣[ĤSR

]
ni
− E
{[
ĤSR

]
ni

}∣∣2} and

E
{∣∣[ΞSR

]
ni
− E
{[

ΞSR

]
ni

}∣∣2}, respectively. As a result, this

completes the proof of Lemma 1.
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E

{∥∥∥WHSR�
1/2
∥∥∥2

F

}
= E

{
Tr
(
WĤSR�Ĥ

H

SRW
H
)}

+ E

{
Tr
(
WΞSR�Ξ

H
SRW

H
)}

a.s.−−−−→
N→∞

N3
∑2M

i=1
�îδRS,iδ

2
SR,̂i

+N2
∑2M

j=1
δRS,jδSR,ĵ

∑2M

i=1
�iςSR,i.

(45)

E

{
‖WHRR‖2F

}
= E

{
Tr
(
WHRRH

H
RRW

H
)}

a.s.−−−−→
N→∞

N3σ2
RR

∑2M

i=1
δRS,iδSR,̂i. (46)

E

{
‖W ‖2F

}
= E

{
Tr
(
WWH

)}
a.s.−−−−→

N→∞
N2
∑2M

i=1
δRS,iδSR,̂i. (47)

E

{∥∥∥WR1/2
nrq

∥∥∥2
F

}
a.s.−−−−→

N→∞
αr (1− αr)N

2
∑2M

i=1
δRS,iδSR,i

(
�iPSδSR,i +N−1PRσ

2
RR + σ2

R +
∑2M

j=1
�jPSβSR,j

)
. (48)

ε
a.s.−−−−→

N→∞

√√√√√√√√√
PR⎧⎪⎪⎨

⎪⎪⎩
α2
r

[
N3PS

∑2M

i=1
�îδRS,iδ

2
SR,̂i

+N2
∑2M

j=1
δRS,jδSR,ĵ

(
PS

∑2M

i=1
�iςSR,i + PRσ

2
RR + σ2

R

)]
+αr (1− αr)N

2
∑2M

i=1
δRS,iδSR,i

(
�iPSδSR,i + PS

∑2M

j=1
�jβSR,j +N−1PRσ

2
RR + σ2

R

)
⎫⎪⎪⎬
⎪⎪⎭

.

(49)

APPENDIX B

PROOF OF THEOREM 1

A. Derivation of ε

We calculate the terms E

{∥∥WHSR�
1/2
∥∥2

F

}
,

E

{
‖WHRR‖2F

}
, E

{
‖W ‖2F

}
and E

{∥∥∥WR1/2
nrq

∥∥∥2
F

}
.

The expressions are given at the top of this page, and taking

the derived results into (15), we obtain ε, as shown in (49).

B. Derivation of γm,m̂

To obtain Theorem 1, we need to calculate (17). Firstly,

there is

E
{
hT

RS,mFhSR,m̂

}
=E
{
ĥ
T

RS,mF ĥSR,m̂

}
+E
{
eTRS,mFeSR,m̂

}
=N2ε2δRS,mδSR,m̂. (50)

Next, for any i, we have

E

{∣∣∣hT
RS,mFhSR,i

∣∣∣2}
= E

{∣∣∣ĥT

RS,mF ĥSR,i

∣∣∣2}+ ςSR,iE

{∥∥∥ĥT

RS,mF
∥∥∥2}

+ ςRS,mE

{∥∥∥F ĥSR,i

∥∥∥2}+ ςRS,mςSR,iE

{
‖F ‖2

}
.

(51)

where

E

{∣∣∣ĥT

RS,mF ĥSR,i

∣∣∣2} = ε2E

{∣∣∣ĥT

RS,mWĥSR,i

∣∣∣2}
= ε2

∑2M

j=1
ψRS,mjψSR,ĵi,

(52)

E

{∥∥∥ĥT

RS,mF
∥∥∥2} = ε2E

{
Tr
(
ĥ
T

RS,mWWHĥ
∗
RS,m

)}
= Nε2(δSR,m̂ψRS,mm + δSR,mψRS,mm̂),

(53)

E

{∥∥∥F ĥSR,i

∥∥∥2} = ε2E
{
Tr
(
WĥSR,iĥ

H

SR,iW
H
)}

= Nε2(δRS,̂iψSR,ii + δRS,iψSR,̂ii),

(54)

E

{
‖F ‖2

}
=ε2E

{
Tr
(
WWH

)}
=N2ε2

∑2M

j=1
δRS,jδSR,ĵ . (55)

Since Var
(
hT

RS,mFhSR,m̂

)
= E

{∣∣∣hT
RS,mFhSR,m̂

∣∣∣2} −∣∣∣E{hT
RS,mFhSR,m̂

}∣∣∣2, combining (50) and (51), we can cal-

culate L1m,m̂
. According to (51), we can get L2m,m̂

.

Furthermore, E

{∣∣∣hT
RS,mFhSR,m − ĥ

T

RS,mF ĥSR,m

∣∣∣2} =

ςSR,mE

{∥∥∥ĥT

RS,mF
∥∥∥2}+ςRS,mE

{∥∥∥F ĥSR,m

∥∥∥2}+ςSR,mςRS,m×
E

{
‖F ‖2

}
, substituting (53), (54) and (55), we obtain L3m,m̂

.

Moreover, E

{∥∥∥hT
RS,mFHRR

∥∥∥2} = σ2
RRE

{∥∥∥hT
RS,mF

∥∥∥2},

E

{∥∥∥hT
RS,mF

∥∥∥2} = E

{∥∥∥ĥT

RS,mF
∥∥∥2}+ E

{
‖FeSR,i‖2

}
, sub-

stituting (53) and (55), we obtain L4m,m̂
and L6m,m̂

.

Finally, we derive L5m,m̂
, i.e., E

{∥∥∥hT
RS,mFnrq

∥∥∥2} and

E

{∥∥∥hT
RS,mntq

∥∥∥2}, which are given by

E

{∥∥∥hT
RS,mFnrq

∥∥∥2} = ε2E

{∥∥∥ĥT

RS,mWnrq

∥∥∥2}
+ ε2ςRS,mE

{
‖Wnrq‖2

}
,

(56)

where E

{∥∥ĥT

RS,mWnrq

∥∥2} is given by (57) at the top of next
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13

E

{∥∥∥ĥT

RS,mWnrq

∥∥∥2} =
∑2M

i=1
E

{
Tr
(
ĥ
T

RS,mĥ
∗
RS,iĥ

H

SR,̂inrqn
H
rqĥSR,̂iĥ

T

RS,iĥ
∗
RS,m

)}
= E

{
Tr
(
ĥ
T

RS,mĥ
∗
RS,mĥ

H

SR,m̂nrqn
H
rqĥSR,m̂ĥ

T

RS,mĥ
∗
RS,m

)}
+
∑2M

i=1,i�=m
E

{
Tr
(
ĥ
T

RS,mĥ
∗
RS,iĥ

H

SR,̂inrqn
H
rqĥSR,̂iĥ

T

RS,iĥ
∗
RS,m

)}
= αr (1− αr)N

∑2M

i=1
ψRS,imδSR,̂i

(
N−1PRσ

2
RR + σ2

R + PS

∑2M

j=1
�jβSR,j + �îPSδSR,̂i

)
.

(57)

page. E
{
‖Wnrq‖2

}
can be obtained in the same way.

E

{∥∥∥hT
RS,mntq

∥∥∥2} = E

{∥∥∥ĥT

RS,mntq

∥∥∥2}+ E

{∥∥eTRS,mntq

∥∥2}
= αt (1− αt)PR

(
δRS,m +N−1ςRS,m

)
. (58)

As a result, Theorem 1 is concluded with the derived results.
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