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Abstract—With the increasing number of mobile devices, mobile crowdsensing (MCS) has garnered significant attention in research. However, computing infrastructures such as edge/cloud nodes, which are necessary for processing sensor data, are not always readily available. To address this issue, we propose a cooperative computing framework that enables the offloading of sensor data to nearby mobile devices with unused computational resources (known as helpers) for processing. Our approach considers a scenario with multiple sources and multiple helpers, where computational tasks can be partially or fully offloaded to several helpers. We jointly optimize task offloading strategy, communication resources, and computational resources to minimize the weighted sum energy consumption of mobile devices. We model the optimization problem as a mixed-integer nonlinear programming (MINLP), with the source-helper assignment solved using a distributed algorithm based on matching theory, and the joint task partition and resource allocation problem solved using an alternating optimization (AO) method. Simulation results demonstrate the efficacy of our cooperative computing framework and scheduling scheme, which offer significant advantages over local computing in terms of reducing the weighted sum energy consumption and improving the task completion ratio.

Index Terms—Mobile crowdsensing (MCS), cooperative computing

1 INTRODUCTION

MOBILE crowdsensing (MCS) is emerging as a promising paradigm for a wide range of applications, thanks to the rapid development of the Internet-of-Things (IoT), embedded artificial intelligence, integrated sensing and communication (ISAC) technology, and the proliferation of mobile devices. This convergence of technologies has enabled large-scale and real-time data sensing [1], significantly improving the daily lives of citizens and providing fresh perspectives for urban societies [2]. In contrast to traditional sensor networks like IoT, which are the primary candidates for deploying sensing infrastructure for smart city applications, MCS stands out for three key characteristics: mobility, crowd participation, and diverse sensing tasks. The dynamic nature of mobile devices necessitates the development of strategies to adapt to their movements and changing environmental conditions. By leveraging the power of crowds, MCS utilizes the built-in sensors of mobile devices to collaboratively perform sensing tasks, eliminating the need for dedicated sensing devices. Furthermore, the diverse range of mobile devices with their multitude of sensors enables MCS to handle a wide variety of sensing tasks. As a result, MCS offers several advantages, including low network costs, flexible deployment, and easy maintenance. Its applications span various domains, such as traffic management [3], environment monitoring [4], and collision warning [5].

The state-of-the-art techniques in MCS have primarily been focused on various aspects. Due to differences in location and data accuracy of mobile devices, some researchers have studied the assignment problem of sensing tasks [6], [7]. The authors in [8], [9], [10] have investigated the issues of user privacy and data aggregation. Additionally, data analysis plays a crucial role in extracting useful information from various types of user sensor data [11], [12]. However, it is worth noting that most of the current research predominantly focuses on the sensor data aspect, with little consideration given to the computation of data itself.

As the volume of sensor data grows, mobile devices are typically incapable of processing it by themselves [13], [14], [15]. To tackle this challenge, conventional solutions like mobile edge computing (MEC) [16], [17], fog computing [18], and cloud computing [19] have been proposed. Nevertheless, accessing a powerful computing infrastructure is not always convenient or readily available for all scenarios [20], [21], [22], [23]. Therefore, the network needs to be
capable of processing sensor data using its own computational resources. Bearing in mind that due to the mobility and random distribution of devices in MCS systems, not all devices are suitable for participating in sensing tasks at a given time. This means that sensing tasks are assigned to specific mobile devices selectively [6], [7] and the computational tasks typically occur sporadically or impulsively [24], it implies that there might be idle devices within the network that can provide additional computational resources. This specific advantages has inspired us to propose a mobile cooperative computing framework that can adapt to situations where access to powerful computing nodes is absent, as depicted in Figure 1. Specifically, we group the mobile sensing devices in MCS into source devices (SDs) and helper devices (HDs) during each time slot. A portion or even all of the computational tasks at the SDs can be offloaded to nearby helpers. By doing so, we can leverage the computational resources available on idle devices to execute computational tasks beyond the capabilities of a single device. Consequently, this approach eliminates the dependency on edge/cloud computing servers.

To fully exploit the benefits of our center-less cooperative computing framework, it is crucial to carefully design both the task offloading strategy decision and the allocation of communication and computational resources. Numerous researchers have investigated resource scheduling schemes in similar frameworks. For instance, authors in [25] proposed an efficient low-complexity algorithm to solve the resource allocation problem in ISAC-aided wireless ad hoc networks, aiming to achieve lower transmission delay. In [26], the control of power allocation, sensing, compression, and transmission was jointly investigated within a wirelessly powered crowdsensing framework. However, jointly optimizing coupled variables in the proposed distributed system is still a challenging task due to several factors. Firstly, the formulation of the proposed framework takes into account all design requirements and constraints pertaining to both communications and computations. The optimization of coupled variables gives rise to a highly complex mixed-integer nonlinear programming (MINLP) problem, which is notoriously difficult to solve. Secondly, the absence of centralized scheduling in the distributed system, coupled with the need to schedule multiple resources, can lead to substantial overhead during information interaction for scheduling purposes. If the scheduling schemes employed are not rational, there is a risk of the sensing tasks not being completed on time.

In order to facilitate the on-time computational task execution for the system in the absence of powerful computing infrastructure, we conceive a novel cooperative computing framework, which enables the source-helper assignment and task partition as well as communication and computational resource allocation in a distributed manner. The main contributions of this paper are highlighted as follows.

- **Cooperative computing framework design**: We propose a cooperative computing framework for MCS that leverages orthogonal frequency division multiple access (OFDMA)-based device-to-device (D2D) links for task offloading. This is the first treatise jointly considering offloading strategy decision and resource allocation problem for distributed MCS systems. The weighted sum energy consumption of all sensing and computing devices is minimized, by jointly optimizing the offloading strategy, including source-helper assignment and task partition, the communication resource allocation, including the sub-carriers and transmission power, and the computational resource allocation, subject to the application delay constraint. The optimization problem is formulated as a MINLP problem, which is solved by a sophisticated solution that uses a matching theory-based distributed algorithm to partition the mobile devices into several clusters, while optimizing the remaining variables using an alternating optimization (AO) method.
- **Cooperative computing cluster formulation algorithm**: To reduce the overhead of information interaction, we design a dispersive resource efficiency based source-helper assignment (DRESHA) algorithm for solving the source-helper assignment problem. Specifically, helpers are assigned to SDs to form multiple non-overlapped cooperative computing clusters, and then some helpers may be reassigned within clusters based on the task partition result. The cooperative computing clusters are obtained after a number of iterations, until the convergence is attained.
- **Task partition and resource allocation algorithm**: To solve the weighted sum energy consumption minimization problem in each cooperative cluster, we propose a joint task partition and resource allocation (JTPRA) algorithm, which decomposes the original problem into two subproblems, namely, task partition problem and resource allocation problem. A low-complexity solution was proposed relying on the AO method.
- **Numerical validations and evaluations**: Extensive numerical results are presented to demonstrate the effectiveness of the proposed framework and scheduling scheme proposed, showing significant reductions in energy consumption while ensuring task completion ratios under given delay constraints.

The remainder of the paper is structured as follows: Section 2 presents the related works of cooperative computing, Section 3 introduces the system model and problem formulation, Section 4 explains the cooperative computing cluster formulation algorithm, Section 5 proposes a solution for the weighted sum energy consumption minimization problem in each cluster, Section 6 presents numerical results obtained from simulations, and finally, Section 7 summarizes our findings and draws conclusions.

2. RELATED WORKS

In this section, the related works of cooperative computing are reviewed by classifying them into MCS, D2D-enabled MEC, and fog computing scenarios, as follows.

2.1 Cooperative Computing in MCS

As sensor data becomes increasingly complex and fine-grained, computing offloading techniques are introduced to
enhance MCS, reducing time delays and high bandwidth costs. In recent years, most work has been done under the framework of centralized servers [27, 28, 29], such as MEC, fog computing, and cloud computing. For example, Zhou et al. [30] combined deep learning and edge computing techniques with MCS to provide robust data validation and local data processing. To preserve privacy and deal with malicious participants, Ma et al. [31] proposed two privacy-preserving reputation management schemes for edge computing enhanced MCS. In [32], the authors proposed a novel framework integrating mobile sensing and crowd computing, utilizing the crowd to solve problems without involving cloud servers in the backend. While the authors verified the feasibility of the framework, they did not address the resource scheduling issues inherent in the framework. This consolidate our motivation to study the problem of offloading strategy decision and resource allocation in generic scenarios.

2.2 Cooperative Computing in D2D-enabled MEC

Similar to our mobile cooperative computing framework for MCS, there has been some researches on D2D-enabled MEC, which allows mobile devices to offload tasks to neighboring devices via D2D communication links. Specifically, Chen et al. [33] proposed a novel D2D crowd framework with a bipartite-matching-based binary task assignment policy, but without considering communication and computational resource allocation. Furthermore, He et al. [34] conceived a resource allocation scheme for an OFDMA-based D2D-enabled MEC scenario, where the number of devices supported by the cellular networks is maximized by jointly optimized task splitting, transmission power, and computational resource, but they limited the number of available D2D links per task device. For eliminating this shortage, a D2D-enabled single-user and multi-helper MEC system was proposed in [35], the computing delay is minimized by optimizing users task assignment jointly with the time and rate for task offloading, as well as the computing frequency. Authors in [36], [37] studied a multi-user cooperative mobile edge computing offloading system, in order to minimize the total energy consumption of all mobile users under the delay constraint, a two-level alternation method framework was proposed to solve the challenging optimization problem. However, these aforementioned studies deal with offloading strategy and resource allocation in a centralized manner, which is not feasible for the center-less architecture of our proposed framework. Therefore, it is necessary to design a distributed scheduling scheme for the mobile cooperative computing framework in MCS.

2.3 Cooperative Computing in Fog Computing

The task offloading strategy has been extensively researched in the field of fog computing due to the high demand for computing offloading from mobile devices, the limited number of tasks that a single fog node can support requires the collaboration of multiple fog nodes through cooperative computing. To optimize the use of fog computing, various offloading strategies have been studied in the past few years. Most existing scheduling schemes utilize self-organizing distributed methods such as game theory [38], [39], [40] and matching theory [41], [42], [43]. Unfortunately, the majority of these studies focus on the offloading strategy component and do not consider resource allocation. For instance, Chen [38] proposed a game theory-based approach to the distributed computing offloading decision-making problem in a multi-channel wireless interference environment. In [41], a matching-theory based distributed algorithm was introduced to solve the joint source-helper assignment and task partition problem in a heterogeneous fog network. While there are some differences between the these studies and the problem at hand, their distributed algorithm design ideas are valuable references for this paper.

In summary, previous researches have focused on centralized server frameworks, but we propose a distributed scheduling scheme for cooperative computing in MCS, considering both offloading strategy decision and resource allocation. We draw inspiration from game theory-based approaches and matching-theory based algorithms in fog computing. Our contribution fills the gap in existing research by addressing resource scheduling issues and proposing a center-less architecture for cooperative computing.

3 SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Figure 2, we consider an MCS scenario, comprising |U| single-antenna mobile sensing devices. A subset of these devices is responsible for executing sensing tasks within a specified delay constraint. The offloading strategy decision and resource allocation are based on time slots as the fundamental unit [44], [45], [46]. As depicted in Figure 3, each time slot consists of two phases, namely, sensing and computing phases. In the sensing phase, mobile devices gather sensor data, which is subsequently processed in the computing phase. It is assumed that the data processing must be completed within a duration of T. During the computing phase, mobile devices are categorized into two
types: SDs and HDs. To elaborate, SDs refer to the devices engaged in sensing tasks during the sensing phase, denoted by set $\mathcal{N}$. The remaining idle devices are referred to as HDs and are represented by set $\mathcal{K}$ (i.e., $\mathcal{U} = \mathcal{K} \cup \mathcal{N}$). Each HD can assist at most one SD in any given time slot. For ease of reference, we use $\mathcal{K}_n$ to denote the set of HDs assigned to SD $n$, forming a cooperative computing cluster as illustrated in Figure 2. The notation $\{0\} \cup \mathcal{K}_n$ represents all mobile devices in the $n$-th cluster, where the element 0 is the cluster head (i.e., SD $n$). In this notation, subscript $n_k$ indicates mobile device $k$ within cluster $\{0\} \cup \mathcal{K}_n$. Similar to most of the previous works [17], [48], [49], [50], [51], we assume partial offloading for each SD. To enable concurrent task offloading and effective utilization of channel resources, communication for task offloading is carried out using the OFDMA scheme, which comprises $|\mathcal{M}|$ orthogonal subcarriers. Additionally, we assume that the sub-carriers cannot be reused in SD-HD links. The sub-carriers assigned to the $n$-th cluster are denoted by $\mathcal{M}_n$.

### 3.1 Channel Model

The channel gain $h_{a,b}^m$ between mobile device $a$ and $b$ over the sub-carrier $m$ is modeled as the product of path loss $\mathcal{T}_{a,b}$ and small-scale fading coefficient $g_{a,b}^m$, i.e.,

$$h_{a,b}^m = \mathcal{T}_{a,b}g_{a,b}^m.$$  \hspace{1cm} (1)

Here, the path loss is determined by the distance between the two mobile devices, represented by $d_{a,b}$, and is given by

$$\mathcal{T}_{a,b} = \frac{1}{d_{a,b}^\alpha},$$  \hspace{1cm} (2)

where $\mathcal{N}$ denotes the average channel power gain at the reference distance of one meter, and $\alpha$ is the path loss exponent. Small-scale fading is assumed to be independent and identically distributed (i.i.d.) and follows a complex Gaussian distribution having zero mean and unit variance. We assume a block fading channel model. In other words, the channel gain between any two mobile devices remains unchanged during each time slot.

### 3.2 Computing Model

The computational task of SD $n$ can be represented as a two-tuple $\{V_n, C_n\}$, where $V_n$ denotes the input data size of the task, and $C_n$ denotes the number of CPU cycles required to compute one bit of the task. The deadline of all tasks is the duration of cooperative computing phase $T$. In this paper, we consider the partitioned tasks, where the input data can be arbitrarily partitioned for parallel processing. The computational task of SD $n$ can be divided into multiple fractions for local computing and for cooperative computing, respectively. Denoting by $V_{nk}$ the data size of the task to be computed on mobile device $n_k$, we have

$$V_n = V_{n0} + \sum_{k=1}^{\left|\mathcal{K}_n\right|} V_{nk}.$$  \hspace{1cm} (3)

In addition, denoting by $f_{nk}$ the computing capability of mobile device $n_k$ in terms of CPU cycles per second, the delay for computing can be readily formulated as

$$t_{nk}^C (V_{nk}, f_{nk}) = \frac{V_{nk} C_n}{f_{nk}}.$$  \hspace{1cm} (4)

Upon assuming the dynamic voltage and frequency scaling techniques used [52], the energy consumption of per CPU cycle becomes $\theta_{nk} = \frac{I}{C_n f_{nk}}$, where $\theta$ is the energy coefficient that depends on the integrated chip structure. Therefore, the energy consumption for computing can be given by

$$e_{nk}^C (V_{nk}, f_{nk}) = V_{nk} C_n \theta_{nk}.$$  \hspace{1cm} (5)

### 3.3 Data Transmission Model

Let $\alpha_{nk}^m \in \{0,1\}$ be a binary indicator of the sub-carrier allocation for the D2D link between SD $n$ and HD $n_k$, where $\alpha_{nk}^m = 1$ indicates that sub-carrier $m$ is allocated to the link, while $\alpha_{nk}^m = 0$ otherwise. We have $\mathcal{M}_n = \{m | \alpha_{nk}^m = 1, \forall m \in \mathcal{M}, \forall k \in \mathcal{K}_n\}$. Since the rapid development of source coding [53] and data compression [26] technologies, and the data size of computing outcomes is much smaller than that of the input data, its transmission time can be either neglected or regarded as a small constant that does not affect our analyses [54].

As the sub-carriers are not reused within D2D links, the receive signal noise ratio (SNR) of HD $n_k$ from SD $n$ on sub-carrier $m$ becomes

$$\text{SNR}_{nk}^m (p_{nk}) = \frac{p_{nk} h_{nk}^m}{\sigma^2},$$  \hspace{1cm} (6)

where $p_{nk}^m$ is the transmission power of SD $n$ allocated to HD $n_k$ on sub-carrier $m$, and $\sigma^2$ is the power of the additive white gaussian noise (AWGN). The maximum achievable transmission data rate is given by

$$r_{nk} (\alpha_{nk}^m, p_{nk}^m) = \sum_{m=1}^{\left|\mathcal{M}_n\right|} \alpha_{nk}^m B \log_2 (1 + \text{SNR}_{nk}^m),$$  \hspace{1cm} (7)

where $B$ is the bandwidth of each sub-carrier.

The total cooperative computing delay consists of the transmission delay and the computing delay. The transmission delay can be expressed as

$$t_{nk}^T (V_{nk}, \alpha_{nk}^m, p_{nk}^m) = \frac{V_{nk}}{\text{SNR}_{nk}^m}.$$  \hspace{1cm} (8)

Similarly, the total energy consumption is composed of transmission energy consumption and computing energy consumption. The transmission energy consumption is given by

$$e_{nk}^{T} (V_{nk}, \alpha_{nk}^m, p_{nk}^m) = \sum_{m=1}^{\left|\mathcal{M}_n\right|} \alpha_{nk}^m p_{nk}^m.$$  \hspace{1cm} (9)

### 3.4 Weighted Sum Energy Consumption Minimization Problem Formulation

The network lifetime is a non-negligible performance metric for wireless sensor network, due to the limited energy capacity of devices [55], hence our goal is to minimize the weighted sum energy consumption, by performing jointly optimizing source-helper assignment, task partition,
sub-carrier allocation, transmission power allocation, and computing frequency allocation. The weighted sum energy consumption in the $n$-th cooperative computing cluster is given by

$$
\Phi_n \left( K_n, V_n, f_{n,k}, \alpha_m^{n,k}, p_m^{n,k} \right) = \sum_{k=0}^{K_n} \lambda_{n,k} c_{n,k}^{ex} + \sum_{k=1}^{K_n} \lambda_{n,k} c_{n,k}^{off} 
$$

(10)

where the positive weighting factors $\lambda_{n,k}$ account for fairness among devices based on their remaining battery life. Mathematically, the total weighted sum energy consumption minimization problem can be formulated as

\[ P0 : \min_{\{K_n\}, \{f_{n,k}\}, \{\alpha_m^{n,k}\}} \Phi = \sum_{n=1}^{N} \Phi_n, \]

(11a)

\[ \text{s.t. } t_{n,k}^{ex} \leq T, \forall n \in N, \]

(11b)

\[ t_{n,k}^{ex} + t_{n,k}^{off} \leq T, \forall k \in K_n, \forall n \in N, \]

(11c)

\[ K_n \cap K_n' = \emptyset, \forall n \neq n', \]

(11d)

\[ \bigcup_{n=1}^{N} K_n \subseteq K, \]

(11e)

\[ V_n = V_n + \sum_{k=1}^{K_n} V_n, \forall n \in N, \]

(11f)

\[ 0 \leq V_{n,k} \leq V_n, \forall k \in \{0\} \cup K_n, \forall n \in N, \]

(11g)

\[ 0 \leq f_{n,k} \leq f_{max}, \forall k \in \{0\} \cup K_n, \forall n \in N, \]

(11h)

\[ \alpha_m^{n,k} \in \{0, 1\}, \forall m \in M, \forall k \in K_n, \forall n \in N, \]

(11i)

\[ \bigcup_{n=1}^{N} \bigcup_{k=1}^{K_n} \alpha_m^{n,k} \leq 1, \forall m \in M, \]

(11j)

\[ \sum_{n=1}^{N} \sum_{k=1}^{K_n} \alpha_m^{n,k} p_m^{n,k} \leq p_{max}, \forall n \in N, \]

(11k)

\[ 0 \leq p_m^{n,k} \leq p_{max}, \forall m \in M, \forall k \in K_n, \forall n \in N. \]

(11l)

Here, constraints (11b) and (11c) ensure that the task execution delay of SD does not exceed the maximum tolerable delay. Constraint (11d) guarantees each HD can be assigned to at most one SD, and constraint (11e) indicates all assigned HDs must come from the original HD set. Constraint (11f) guarantees that the task partition sizes add up to the original task size. Constraints (11g), (11h), and (11i) give the bounds on task dividing, computing capability, and transmission power, respectively. Constraint (11j) enforces that each sub-carrier can only be allocated to at most one D2D link. Finally, constraint (11k) implies that the sum transmission power does not exceed the total power constraint for each SD. Table 1 presents a summary of the key notations used in this paper.

\[
\begin{array}{l|l}
\text{Symbol} & \text{Definition} \\
\hline
T & \text{Delay limit of computational tasks} \\
U & \text{Set of mobile sensing devices} \\
K & \text{Set of HDs} \\
K_n & \text{Set of HDs in } n\text{-th cluster} \\
M & \text{Set of orthogonal sub-carriers} \\
M_n & \text{Set of sub-carriers assigned to } n\text{-th cluster} \\
h_{m,a,b} & \text{Channel gain between device } a \text{ and } b \text{ on sub-carrier } m \\
h_{m,a,b} & \text{Location-based channel gain between device } a \text{ and } b \\
T_{a,b} & \text{Path loss between device } a \text{ and } b \\
\gamma & \text{Average channel power gain at the reference distance of } 1 \text{ m} \\
d_{a,b} & \text{3D distance between device } a \text{ and } b \\
\varepsilon & \text{Path loss exponent} \\
g_{m,a,b} & \text{Small-scale fading between device } a \text{ and } b \text{ on sub-carrier } m \\
V_n & \text{Input data size of task } n \text{ in bit} \\
C_n & \text{Computing complexity of task } n \text{ in CPU cycle} \\
N_o & \text{Offloading partition size of task } n \text{ to device } n_k \\
f_{max} & \text{Computing capability of device } n_k \\
f_{max} & \text{Maximum computing frequency of each device} \\
\delta_{n_k} & \text{Delay of device } n_k \text{ for computing} \\
\epsilon & \text{Energy consumption by each CPU cycle of device } n_k \\
e & \text{Energy consumption of device } n_k \text{ for computing} \\
\alpha^{n_k} & \text{Indicator if sub-carrier } m \text{ allocated to SD } n \text{ and HD } n_k \\
\text{SNR}_{m,a,b} & \text{SNR between SD } n \text{ and HD } n_k \text{ on sub-carrier } m \\
p_{m,a,b} & \text{Transmission power of SD } n \text{ to HD } n_k \text{ on sub-carrier } m \\
p_{max} & \text{Maximum transmission power of each device} \\
\sigma^2 & \text{Additive white Gaussian noise} \\
r_{sd} & \text{Transmission data rate from SD } n \text{ to HD } n_k \\
B & \text{Bandwidth of sub-carrier} \\
d_{off} & \text{Delay of transmission task to HD } n_k \\
e_{on} & \text{Energy consumption of transmission task to HD } n_k \\
\Phi_n & \text{Weighted sum energy consumption in } n\text{-th cluster} \\
\theta & \text{Resource efficiency} \\
\lambda_{n,k} & \text{Weight factor of mobile device } n_k \\
\gamma & \text{Lagrange multiplier of constraint (25c) in P1-2C'''} \\
\omega_k & \text{Lagrange multiplier of constraint (12f) in P1-2C'''} \\
\eta & \text{Lagrange multiplier of constraint (12f) in P1-2C'''} \\
\theta_k & \text{Auxiliary variable for P1-2C'''} \\
\delta_k & \text{Auxiliary variable for P1-2C'''} \\
\epsilon & \text{Convergence criterion} \\
\end{array}
\]

Remark 1. Problem $P0$ is a MINLP problem and does not have an exact solution in polynomial time. Based on further analysis of $P0$, the following features can be found. First, the task partition and resource allocation results can vary depending on the source-helper assignment decisions. Second, the performance of source-helper assignment cannot be evaluated until the task partition and resource allocation results are generated. Finally, the number of assigned HDs in each cluster does not follow the principle of “the more, the better” since the task is offloaded to HDs with the lowest weighted energy consumption, and assigning too many inefficient HDs does not aid in reducing the weighted sum energy consumption.

A distributed scheduling scheme is proposed to address Problem $P0$. The scheme consists of two algorithms, namely, a matching theory-based distributed algorithm called DRESHA to solve the cooperative computing cluster formulation (source-helper assignment) problem in the outer loop, and a JTPRA algorithm, aiming to solve the joint task partition and resource allocation problem in each cluster, in the inner loop. The scheme comprises the following...
three phases.

(1) Cooperative Computing Cluster Formulation: A distributed source-helper assignment scheme is utilized to determine the HD set $\mathcal{K}_n$ for any SD, forming cooperative computing clusters based on the resource efficiency;

(2) Joint Task Partition and Resource Allocation: After determining source-helper assignment, the task partition and resource allocation problem $\mathcal{P}1$ is formulated in each cooperative computing cluster, and its sub-optimal solution can be obtained by solving the problem below

$$\begin{align*}
\mathcal{P}1 : \quad & \min_{V_{n_k}, F_{n_k}, \alpha_{n_k}} \sum_{k=0}^{m} \lambda_{n_k} \theta_{n_k} + \sum_{k=1}^{\mathcal{K}_n} \lambda_{n_k} \epsilon_{n_k}, \\
\text{s.t.} & \quad \epsilon_{n_k} \leq T, \\
& \quad \epsilon_{n_k} + \epsilon_{n_k} \leq T, \forall k \in \mathcal{K}_n, \\
& \quad V_n = V_{n_0} + \sum_{k=1}^{\mathcal{K}_n} V_{n_k}, \\
& \quad 0 \leq V_{n_k} \leq V_n, \forall k \in \{0\} \cup \mathcal{K}_n, \\
& \quad 0 \leq f_{n_k} \leq f_{\max}, \forall k \in \{0\} \cup \mathcal{K}_n, \\
& \quad \alpha_{n_k} \in \{0, 1\}, \forall m \in \mathcal{M}_n, \forall k \in \mathcal{K}_n, \\
& \quad \sum_{k=1}^{\mathcal{K}_n} \alpha_{n_k} \leq 1, \forall m \in \mathcal{M}_n, \\
& \quad \sum_{k=1}^{\mathcal{K}_n} \alpha_{n_k} f_{n_k} \leq p_{\max}, \\
& \quad 0 \leq p_{n_k} \leq p_{\max}, \forall m \in \mathcal{M}_n, \forall k \in \mathcal{K}_n;
\end{align*}$$

(3) Redundant HDs Rejection: To remove redundant HDs in each cooperative computing cluster, only HDs that have been assigned with a task are accepted by the SD, HDs without assigned tasks are rejected and may subsequently be assigned to other clusters in the next iteration.

The details of phases (1) and (3) are provided in Section 4, while the detail of phase (2) is shown in Section 5.

## 4 Cooperative Computing Cluster Formulation

The challenges associated with the formulation of cooperative computing clusters are as follows: i) the weighted sum energy consumption cannot be calculated until the source-helper assignment is complete, owing to the strong coupling of the optimization variables; ii) source-helper assignment is a combinatorial optimization problem, which is NP-hard; and iii) information interaction is a significant burden in the distributed systems if centralized methods are used. Therefore, it is intractable to obtain the globally optimal solution. To overcome these difficulties, we propose the DRESHA algorithm, which is based on the matching theory. We introduce the resource efficiency to describe the preference of HDs to SDs, which is calculated using easy-to-access information such as device location, task complexity, and remaining battery life. The source-helper assignment problem is formulated as a many-to-one matching problem, and the DRESHA algorithm is used to obtain a helper-optimal [56] solution for source-helper assignment in a distributed manner.

### 4.1 Preliminary of Matching

Bipartite matching problems with two-sided preferences is to map agents of one set to agents of the another disjoint set. The source-helper assignment problem considered can be readily formulated as a many-to-one bipartite matching between the set of SDs $\mathcal{N}$ and the set of HDs $\mathcal{K}$, where each HD $k$ is allowed to choose almost one SD from set $\mathcal{N}$. Formally, the source-helper assignment matching problem can be defined as follows.

**Definition 1.** The source-helper assignment matching is defined as a many-to-one mapping function $\mu$ from set $\mathcal{N} \cup \mathcal{K}$ into the set of all subsets of $\mathcal{N} \cup \mathcal{K}$ such that:

- For every agent $n \in \mathcal{N}$, $|\mu(n)| \leq |\mathcal{K}|$ and $\mu(n) \in 2^\mathcal{K}$;
- For every agent $k \in \mathcal{K}$, $|\mu(k)| \leq 1$ and $\mu(k) \in 2^\mathcal{N}$;
- $n \neq \mu(k)$ if and only if $k \in \mu(n)$.

The stable matching theory is based on preference relation, which is a strict, transitive, and complete relation between agents from two disjoint sets. We use $k \succ_n k'$ to denote the preference ordering if agent $n$ prefers agent $k$ to $k'$; Given a set of agents $H \subseteq \mathcal{K}$, let $\text{Ch}_n(H)$ denote $n$’s most preferred subset of $H$ according to its preference relation. Stability is considered a fundamental requirement in any sensible matching, which means no agent has incentives to deviate from the matching result. The specific definitions for stability are as follows.

**Definition 2.** A matching function $\mu$ is stable, if there exists no blocking pair $(n, k)$; if $k \notin \mu(n), n \notin \mu(k)$, such that $k \in \text{Ch}_n(\mu(n) \cup k)$ and $n \succ_k \mu(k)$.

#### 4.1.1 Preference of HD to SD

Furthermore, acquiring and exchanging channel state information of all D2D links is a crucial task that incurs a complexity overhead of $O(|\mathcal{N}| \cdot |\mathcal{K}| \cdot |\mathcal{M}|)$. To reduce the cost of information interaction and complexity of the algorithm, we use location-based channel gain instead of actual channel gain in the source-helper assignment scheme, and it is pressed as

$$\hat{\gamma}_{a,b}^m \approx \gamma_{a,b} = \hat{y}_{a,b} \hat{d}_{a,b}^e,$$

basing on the location-based channel gain we can define resource efficiency as following.

The primary objective of source-helper assignment is to reduce the weighted sum energy consumption. HDs prefer to provide task offloading services to SDs with lower energy consumption. However, achieving weighted energy efficiency is not possible until resource allocation is complete. Thus we use resource efficiency to indicates the affection of HD on SD, and it is defined as

$$\theta(n, k) = \frac{1}{B_0 \log_2 \left(1 + \frac{\gamma_{a,b}^m}{2^k} \right)} + \lambda_k C_{\gamma_{a,b}}.$$

Therefore, the preference of HD to SD can be constructed as

$$n \succ_k n', \theta(n, k) > \theta(n', k), \forall k \in \mathcal{K}.$$
4.1.2 Preference of SD to HD

Then, the preference of SD to HD depends on the task partition result given by the JTPRA algorithm, which is constructed as

\[ k > n, k', V_{nk} > 0 \text{ and } V_{nk} = 0, \forall n \in \mathcal{N}. \quad (16) \]

4.2 Dispersive Resource Efficiency based Source-Helper Assignment Algorithm

Based on the classical Gale-Shapley algorithm, the DRESHA algorithm is proposed to solve the source-helper assignment problem, and the task partition and resource allocation results are obtained by JTPRA within each iteration. The overall working flow is depicted in Algorithm 1. The outputs are the results of source-helper assignment \( \{\mathcal{K}_n\} \), task partition \( \{V_{nk}\} \), sub-carrier allocation \( \{\alpha_{nk}^m\} \), transmission power allocation \( \{p_{nk}^m\} \), and computing frequency allocation \( \{f_{nk}\} \). Initially, all mobile devices exchange the necessary information so that HDs can set up preference lists (steps 3-5). Then, each unassigned HD sends a proposal to the most preferred SD that has not proposed yet (steps 8 and 9). After all unassigned HDs send proposals, the cooperative computing clusters are formulated, and the joint task partition and resource allocation problem is solved by the JTPRA algorithm, and SD rejects HDs that are not assigned with any tasks (steps 13-17). After rejecting all redundant HDs in each cluster, new cooperative computing clusters are formulated. The algorithm repeats the above steps until all cooperative computing clusters converge.

4.3 Stability and Complexity Analysis

For stability and complexity, there are two key results as follows.

Proposition 1. The DRESHA algorithm is stable.

Proof. The proposition can be proved by contradiction. Suppose there is a blocking pair \((n, k)\). Since \( n > k \), HD \( n \) must have proposed to SD \( n \) (steps 8 and 9), if SD \( n \) accept HD \( k \) in the end, \( k \not\in \mathcal{M}(n) \) will not hold. On the other hand, SD \( n \) reject HD \( k \) in the end, \( k \in \mathcal{M}(n) \cup \mathcal{M}(k) \) will not hold, because SD must not reject preferred agent (step 17). In the conclusion, DRESHA algorithm is stable. \( \Box \)

Proposition 2. The overall time complexity of DRESHA algorithm is \( O(|\mathcal{N}|^2|\mathcal{K}|^5 \log_2 f_{\max} + |\mathcal{N}|^2|\mathcal{K}|^5|\mathcal{M}|) \), which is polynomial.

Proof. Considering the worst case, for \(|\mathcal{K}| \) SDs, the complexity of setting up preference list is \( O(|\mathcal{K}| |\mathcal{N}|) \); the maximum iteration loop is \(|\mathcal{N}| |\mathcal{N}| \), in each iteration: the complexity of find the most preferred SD is \( O(|\mathcal{N}|) \), the complexity of JTPRA algorithm is \( O\left(|\mathcal{N}|^4 \log_2 f_{\max} + |\mathcal{N}| |\mathcal{K}|^4 |\mathcal{M}|\right) \) (proven in Subsection 5.4), and the complexity of rejecting redundant HDs is \( O(|\mathcal{K}|) \). Therefore

5 Joint Task Partition and Resource Allocation Design

The JTPRA algorithm is proposed to optimize the design of task partition and resource allocation within each cooperative computing cluster. The original problem, \( P1 \), is intractable due to the coupling of the optimization variables. The JTPRA algorithm decomposes \( P1 \) into two subproblems, namely, the task partition problem \( P1-1 \), and the communication and computational resource allocation problem \( P1-2 \). The AO method is applied to optimize the design of the computational task partition \( \{V_{nk}\} \) while fixing the communication and computational resource allocation \( \{\alpha_{nk}^m, p_{nk}^m, f_{nk}\} \), followed by optimizing the resource allocation while fixing the task assignment. These steps are
Algorithm 2 Task Partition Algorithm

Require: $\alpha_{n_k}^m, p_{n_k}^m,$ and $f_{n_k}.$
Ensure: $V_{n_k}.$
1: Set unassigned task bits $V_{n_k} = V_n$ and device index $i = 0.$
2: Calculate the efficiency $E_n$ of each device $k \in \{0\} \cup K_n$
   using following equations
   \[
   E_n = \begin{cases} 
   \lambda_n \kappa C_n f_{n_k}^2, & n = 0 \\
   \lambda_n \sum_{m=1}^{\left|K_n\right|} \alpha_{n_k}^m p_{n_k}^m \frac{r_{n_k}}{r_{n_k}} + \lambda_n \kappa C_n f_{n_k}^2, & \text{otherwise.}
   \end{cases}
   \] (20)
3: Sort devices in ascending order of $E_n,$ and the sequence
   is expressed as: $e_0, e_1, \ldots, e_{n_k}.$
4: while $V_{n_k} > 0$ do
5: \quad $n \leftarrow e_i.$
6: \quad Assign task according following equations
   \[
   V_{n_k} = \frac{T f_{n_k} C_n}{T f_{n_k} + r_{n_k}}, \quad n = 0
   \] (21)
   \[
   \frac{C_n r_{n_k} + f_{n_k}}{r_{n_k}} \quad \text{otherwise.}
   \]
7: $i \leftarrow i + 1.$
8: end while
9: return $V_{n_k}.$

5.2 Communication and Computational Resource Allocation

Given a fixed computational task partition $V_{n_k},$ the communication
and computational resource allocation problem can be formulated as
\[
\mathcal{P1-2}' : \min_{f_{n_k}, \alpha_{n_k}^m, p_{n_k}^m} \sum_{k=1}^{\left|K_n\right|} \lambda_n \kappa C_n V_{n_k} f_{n_k}^2
\]
\[
+ \sum_{k=1}^{\left|K_n\right|} \lambda_n \kappa C_n \sum_{m=1}^{\left|M_n\right|} \alpha_{n_k}^m p_{n_k}^m
\]
\[
\leq \beta_k, \forall k \in K_n,
\] (24a)
\[
\frac{V_{n_k}}{T f_{n_k}} \geq \frac{C_n r_{n_k} + f_{n_k}}{r_{n_k}}, \forall k \in K_n.
\] (25b)
\[
\text{s.t.} \quad 0 \leq V_{n_k} \leq \frac{T f_{n_k}}{C_n},
\] (25c)
\[
0 \leq V_{n_k} \leq \frac{T f_{n_k} r_{n_k}}{C_n r_{n_k} + f_{n_k}}, \forall k \in K_n.
\] (18)
and

It is observed that $\mathcal{P1-1}$ is a linear programming problem,
and the optimal partition strategy is assigning the task to
the most efficient device until $V_{n_k}$ (or $V_{n_0}$) reaches its upper
bound. This problem is readily to be solved by a method
similar to the water filling algorithm, and the solution is
summarized in Algorithm 2.

5.2.1 Task Partition Optimization

Given a fixed resource allocation results $\alpha_{n_k}^m, p_{n_k}^m,$ and $f_{n_k},$
the task assignment problem can be given by
\[
\mathcal{P1-2} : \min_{V_{n_k}} \lambda_n \kappa C_n f_{n_k}^2 V_{n_0}
\]
\[
+ \sum_{k=1}^{\left|K_n\right|} \left( \lambda_n \kappa C_n \sum_{m=1}^{\left|M_n\right|} \alpha_{n_k}^m p_{n_k}^m \frac{r_{n_k}}{r_{n_k}} + \lambda_n \kappa C_n f_{n_k}^2 \right) V_{n_k},
\] (17a)
\[
\text{s.t.} \quad 0 \leq V_{n_k} \leq \frac{T f_{n_k}}{C_n}.
\] (19)
where constraints (12b), (12c), (12d), (12e) can be recast as

It is readily seen that constraint (12b) is tight when the
optimal computing frequency allocation of local computing
is obtained, which can be expressed as
\[
f_{n_0} = \frac{V_{n_0} C_n}{T}.
\] (23)

then the resource allocation solution of cooperative computing
can be obtained by solving the following problem:

\[
\mathcal{P1-2C} : \min_{f_{n_k}} \lambda_n \kappa C_n V_{n_k} f_{n_k}^2
\]
\[
+ \sum_{k=1}^{\left|K_n\right|} \lambda_n \kappa C_n \sum_{m=1}^{\left|M_n\right|} \alpha_{n_k}^m p_{n_k}^m
\]
\[
\leq \beta_k, \forall k \in K_n,
\] (24a)
\[
\text{s.t.} \quad 0 \leq V_{n_k} \leq \frac{T f_{n_k}}{C_n},
\] (25c)
\[
0 \leq V_{n_k} \leq \frac{T f_{n_k} r_{n_k}}{C_n r_{n_k} + f_{n_k}}, \forall k \in K_n.
\] (18)
and

The following proposition lends us convenient to solving
$\mathcal{P1-2C}.$

Proposition 3. If $(\hat{\beta}_k, \hat{f}_{n_k}, \hat{\alpha}_{n_k}^m, \hat{p}_{n_k}^m)$ is the optimal solution of
$\mathcal{P1-2C},$ then there exist $\hat{u}_k = \{u_1, u_2, \ldots, u_k\}$ such that
The optimization problem \( P1-2C'' \) remains a non-convex MINLP problem that cannot be solved in polynomial time due to its high computational complexity. Fortunately, the duality gap of the optimization problem vanishes in multi-carrier systems. Thus, the Lagrangian duality method \([60]\) is invoked for solving \( P1-2C'' \).

Given \( \mathbf{u}_k \) and \( \beta_k \), the Lagrangian function of \( P1-2C'' \) is formulated as (35), shown at the top of next page, where \( \gamma_k = [\gamma_1, \ldots, \gamma_k] \), \( \omega_k = [\omega_1, \ldots, \omega_k] \), and \( \eta \) are the Lagrange multiplier vectors. The dual function is obtained as

\[
\mathcal{G} (\gamma_k, \omega_k, \eta) = \min_{\mathbf{f}_{nk}, \alpha_{nk}, \mathbf{p}_{nk}} \mathcal{L} (\mathbf{f}_{nk}, \alpha_{nk}, \mathbf{p}_{nk}, \gamma_k, \omega_k, \eta)
\]

s.t. (12f), (12g), (12h), and the Lagrange dual problem is formulated as

\[
P1-2C'' - dual: \max_{\gamma_k, \omega_k, \eta} \mathcal{G} (\gamma_k, \omega_k, \eta),
\]

When \( \gamma_k, \omega_k, \eta \geq 0 \), the dual function (36) can be reformulated as

\[
\mathcal{G} (\gamma_k, \omega_k, \eta) = \sum_{m=1}^{M_n} \bar{f}_m (\gamma_k, \omega_k) + \sum_{m=1}^{M_n} \bar{p}_m (\gamma_k, \eta)
\]

where

\[
\bar{f}_m (\gamma_k, \omega_k) = \min_{\mathbf{f}_{nk} \in \mathcal{D}_f} \left( \lambda_{nk} \gamma_n V_{nk} \mathbf{f}_{nk}^2 + \frac{\gamma_n V_{nk} \mathbf{f}_{nk}}{T f_{nk} - C_n V_{nk}} + \omega_k f_{nk} \right)
\]

and

\[
\bar{p}_m (\gamma_k, \eta) = \min_{\alpha_{nk} \in \mathcal{D}_\alpha, p_{nk}^m \in \mathcal{D}_p} \sum_{k=1}^{K_n} \alpha_{nk}^m (u_k \lambda_{nk} V_{nk} + \eta) p_{nk}^m
\]

(40)

Furthermore it is readily to prove the rest KKT conditions of \( P1-2C'' \) are exactly the KKT conditions of \( P1-2C'' \), when \( \mathbf{u}_k = \hat{\mathbf{u}}_k \) and \( \beta_k = \hat{\beta}_k \). So the first conclusion is proved. Following the same procedure the second conclusion can be proved. \(\Box\)

### 5.2.1 Computational Resource Allocation

Since the strong duality holds for the primal and dual problem, the optimal computing frequency allocation vec-
\[
\mathcal{L} \left( \left\{ f_{nk}, a_{nk}^m, p_{nk}^m, \gamma_k, \omega_k, \eta \right\} \right) \\
= \sum_{k=1}^{K_n} \left\{ \lambda_{nk} \kappa C_n V_{nk} f_{nk}^2 + u_k \right\} + \left( \lambda_{nk} V_{nk} \sum_{m=1}^{M_n} \alpha_{nk}^m p_{nk}^m - \beta_k \sum_{m=1}^{M_n} \alpha_{nk}^m \text{Log}_2 \left( 1 + \frac{p_{nk}^m h_{n_0,n_k}^m}{\sigma^2} \right) \right) \}
\]
\[+ \sum_{k=1}^{K_n} \gamma_k \left[ \frac{V_{nk} f_{nk}}{T f_{nk} - C_n V_{nk}} - \sum_{m=1}^{M_n} \alpha_{nk}^m \text{Log}_2 \left( 1 + \frac{p_{nk}^m h_{n_0,n_k}^m}{\sigma^2} \right) \right] + \sum_{k=1}^{K_n} \omega_k \left( f_{nk} - f_{\text{max}} \right) + \eta \left( \sum_{k=1}^{K_n} \sum_{m=1}^{M_n} \alpha_{nk}^m p_{nk}^m - p_{\text{max}} \right). \tag{35}\]

**Algorithm 3 Computational Resource Allocation**

**Require:** \( V_{nk}, \gamma_k, \omega_k, \) and \( \epsilon \).

**Ensure:** \( f_{nk} \).

1. for \( k \in K_n \) do
2. Set \( f_{nk}^{LB} = C_n V_{nk} / T \) and \( f_{nk}^{UB} = f_{\text{max}} \).
3. repeat
4. Set \( f_{nk} = \left( f_{nk}^{LB} + f_{nk}^{UB} \right) / 2 \).
5. Calculate \( \frac{\partial \mathcal{L} \left( f_{nk}, a_{nk}^m, p_{nk}^m, \gamma_k, \omega_k, \eta \right)}{\partial f_{nk}} \) according to equation (41).
6. if \( \frac{\partial \mathcal{L} \left( f_{nk}, a_{nk}^m, p_{nk}^m, \gamma_k, \omega_k, \eta \right)}{\partial f_{nk}} > 0 \) then
7. Set \( f_{nk}^{LB} = f_{nk} \).
8. else
9. Set \( f_{nk}^{UB} = f_{nk} \).
10. end if
11. until \( \left| \frac{\partial \mathcal{L} \left( f_{nk}, a_{nk}^m, p_{nk}^m, \gamma_k, \omega_k, \eta \right)}{\partial f_{nk}} \right| \leq \epsilon. \)
12. end for
14. return \( f_{nk} \).

For \( f_{nk} \) should satisfy the following Karush-Kuhn-Tucker (KKT) condition:
\[
\frac{\partial \mathcal{L} \left( f_{nk}, a_{nk}^m, p_{nk}^m, \gamma_k, \omega_k, \eta \right)}{\partial f_{nk}} = 2 \lambda_{nk} \kappa C_n V_{nk} f_{nk}^2 + 2 \lambda_{nk} V_{nk} \sum_{m=1}^{M_n} \alpha_{nk}^m p_{nk}^m + \gamma_k C_n V_{nk}^2 \frac{-1}{T f_{nk} - C_n V_{nk}^2} + \omega_k = 0, \forall k \in K_n. \tag{41}\]

where \( F \left( f_{nk}, \gamma_k, \omega_k \right) = \lambda_{nk} \kappa C_n V_{nk} f_{nk}^2 + \gamma_k V_{nk} f_{nk} + \omega_k f_{nk} \). However, it is difficult to write the closed-form expression of the optimal solution. Fortunately, \( \mathcal{L} \) is convex regarding \( f_{nk} \) and \( \frac{\partial \mathcal{L}}{\partial f_{nk}} \) increases monotonically among \( f_{nk} \) since \( T f_{nk} > C_n V_{nk} \). Thus, the bisection method can be adopted to obtain the optimal \( f_{nk} \) within \( C_n V_{nk} / T \leq f_{nk} \leq f_{\text{max}} \). The procedure is detailed in Algorithm 3.

**5.2.2 Communication Resource Allocation**

According to (38), after determining \( \hat{f}_{nk}, \mathcal{G} \left( \gamma_k, \omega_k, \eta \right) \) is decomposed into \( |M_n| \) sub-problems which can be independently solved at each sub-carrier. It is readily seen that (40) is convex regarding \( p_{nk}^m \), we get the optimal power allocation to D2D link \( k \) on sub-carrier \( m \), expressed as
\[
p_{nk}^m = \left[ \frac{(u_k \beta_k + \gamma_k) B}{\ln(2(\lambda_{nk} u_k V_{nk} + \eta)}) - \frac{\sigma^2}{h_{n_0,n_k}^m} \right]^+. \tag{42}\]

Since each sub-carrier can be allocated to almost one D2D link, \( \hat{P}_m \left( \gamma_k, \eta \right) \) can be obtained, by searching over all \( |K_n| \) possible D2D links, as follows:
\[
\hat{P}_m \left( \gamma_k, \eta \right) = \min_{k \in K_n} \left\{ (u_k \lambda_{nk} V_{nk} + \eta) \hat{p}_{nk}^m - (u_k \beta_k + \gamma_k) \text{Log}_2 \left( 1 + \frac{\hat{p}_{nk}^m h_{n_0,n_k}^m}{\sigma^2} \right) \right\}. \tag{43}\]

Hence, the sub-carrier allocation result is achieved as
\[
\alpha_{nk}^m = \begin{cases} 1, & \text{if } k = k^* = \arg \hat{P}_m \left( \gamma_k, \eta \right) \\ 0, & \text{otherwise}, \end{cases} \tag{44}\]

and the optimal power allocation is
\[
p_{nk}^m = \begin{cases} \hat{p}_{nk}^m, & \text{if } \alpha_{nk}^m = 1 \\ 0, & \text{otherwise}. \end{cases} \tag{45}\]

**5.2.3 Lagrange Multipliers Update**

After solving sub-problems in (39) and (40), \( G \left( \gamma_k, \omega_k, \eta \right) \) can be calculated by equation (38). Then we have to find a suitable set of \( \gamma_k, \omega_k, \) and \( \eta \) to maximize \( G \left( \gamma_k, \omega_k, \eta \right) \), which can be realized by the sub-gradient method [57]. Specifically, the Lagrange multipliers are updated by a step size sequence \( \delta \) in the sub-gradient direction \( s \), the update of \( \gamma_k, \omega_k, \) and \( \eta \) can be performed as follows:
\[
\gamma_k \left( l + 1 \right) = \left[ \gamma_k \left( l \right) + \delta_{\gamma_k} \left( l \right) s_{\gamma_k} \right]^+, \tag{46}\]
\[
\omega_k \left( l + 1 \right) = \left[ \omega_k \left( l \right) + \delta_{\omega_k} \left( l \right) s_{\omega_k} \right]^+, \tag{47}\]
\[
\eta \left( l + 1 \right) = \left[ \eta \left( l \right) + \delta_{\eta} \left( l \right) s_{\eta} \right]^+, \tag{48}\]

where \( l \) is the iteration index, \( \delta_{\gamma_k} \left( l \right) = \delta_{\gamma_k} \left( 1 \right) / l, \delta_{\omega_k} \left( l \right) = \delta_{\omega_k} \left( 1 \right) / l, \delta_{\eta} \left( l \right) = \delta_{\eta} \left( 1 \right) / l, \) and the corresponding sub-gradients are given as
\[
s_{\gamma_k} = \frac{V_{nk} f_{nk}}{T f_{nk} - C_n V_{nk}} - \sum_{m=1}^{M_n} \alpha_{nk}^m \text{Log}_2 \left( 1 + \frac{p_{nk}^m h_{n_0,n_k}^m}{\sigma^2} \right), \tag{49}\]
\[
s_{\omega_k} = f_{nk} - f_{\text{max}}, \tag{50}\]
\[
s_{\eta} = \left| K_n \right| |M_n| \sum_{k=1}^{K_n} \sum_{m=1}^{M_n} \alpha_{nk}^m p_{nk}^m - p_{\text{max}}. \tag{51}\]

With given \( u_k \) and \( \beta_k \), the dual-based communication and computational resource allocation algorithm can be summarized in Algorithm 4.
Algorithm 4 Dual-based Resource Allocation

Require: $\mathbf{u}_k, \beta_k, l_{max}$, and $\epsilon$.
Ensure: $\alpha_n^{m}, \mathbf{p}_n^{m},$ and $\mathbf{f}_n$.
1: Set initial Lagrange multipliers $\gamma_k, \omega_k$ and $\eta$.
2: Set iteration index $l = 0$, $L(0) = 0$.
3: repeat
4: Obtain $f_n$ via Algorithm 3.
5: for each sub-carrier $m \in \mathcal{M}_n$ do
6: for $k \in \mathcal{K}_n$ do
7: Calculate $\tilde{p}_n^{m}$ according to equation (42).
8: end for
9: Calculate $\tilde{P}_m(\gamma_k, \eta)$ according to equation (43).
10: Obtain sub-carrier allocation result $\alpha_n^{m}$ and optimal power allocation $\mathbf{p}_n^{m}$ using equation (44) and (45).
11: end for
12: Calculate $L(l+1)$ according to equation (35).
13: Update $\gamma_k, \omega_k$ and $\eta$ according to equation (46), (47) and (48), respectively.
14: $l \leftarrow l + 1$.
15: until $|L(l) - L(l-1)| \leq \epsilon$ or $l \geq l_{max}$.
16: return $\alpha_n^{m}, \mathbf{p}_n^{m},$ and $\mathbf{f}_n$.

5.2.4 Auxiliary Variables Update

Then, we can update parameter $\mathbf{u}_k$ and $\beta_k$ to obtain the global near-optimal solution $(\mathbf{u}_k, \beta_k, \mathbf{p}_n^{m}, \mathbf{f}_n)$, which satisfies the following conditions:

$$u_k \dot{r}_n - 1 = 0, \quad \forall k \in \mathcal{K}_n, \tag{52}$$

and

$$\beta_k \dot{r}_n - \lambda_n V_n \sum_{m=1}^{|\mathcal{M}_n|} \alpha_n^{m} \dot{p}_n^{m} = 0, \quad \forall k \in \mathcal{K}_n. \tag{53}$$

Referring to [61], we define $\chi(u_k) = u_k \dot{r}_n - 1$ and $\psi(\beta_k) = \beta_k \dot{r}_n - \lambda_n V_n \sum_{m=1}^{|\mathcal{M}_n|} \alpha_n^{m} \dot{p}_n^{m}$ and $\beta_k$ and $u_k$ is updated by a modified Newton’s method as follows:

$$u_k^{(l+1)} = u_k^{(l)} - \frac{\chi^{(l)}(u_k^{(l)})}{r_n^{(l)}}, \tag{54}$$

and

$$\beta_k^{(l+1)} = \beta_k^{(l)} - \frac{\psi^{(l)}(\beta_k^{(l)})}{r_n^{(l)}}, \tag{55}$$

where $i(l)$ is the smallest integer among $i \in \{0, 1, 2, \ldots\}$ satisfying

$$\frac{|\chi^{(l)}(u_k^{(l)})|^2}{r_n^{(l)}} \leq \left(1 - \sigma \zeta^{2}\sum_{k=1}^{\mathcal{K}_n} \left[ \chi^{(2)}(u_k^{(l)})^2 + \psi^{(2)}(\beta_k^{(l)})^2 \right] \right)^{\frac{1}{2}}, \tag{56}$$

where $\zeta \in (0, 1)$ and $\sigma \in (0, 1)$.

The procedure of solving Problem $\mathcal{P}1$ is summarized in Algorithm 5.

Algorithm 5 Communication and Computational Resource Allocation

Require: $\mathbf{V}_n$, $\mathbf{u}_k$, and $\epsilon$.
Ensure: $\alpha_n^{m}, \mathbf{p}_n^{m},$ and $\mathbf{f}_n$.
1: Obtain optimal $f_n$ according to equation (23).
2: Set iteration index $l = 0$, $\zeta \in (0, 1)$, $\sigma \in (0, 1)$, and randomly generate feasible solution $\alpha_n^{m}, \mathbf{p}_n^{m}$.
3: Calculate $u_k^{(l)}$ and $\beta_k^{(l)}$ using (27) and (28), respectively.
4: repeat
5: Given $u_k^{(l)}$ and $\beta_k^{(l)}$, obtain $\alpha_n^{m(l+1)}, \mathbf{p}_n^{m(l+1)}$, and $f_n^{(l+1)}$ by solving $\mathcal{P}1$ via Algorithm 4.
6: Update $u_k^{(l+1)}$ and $\beta_k^{(l+1)}$ according to equation (54) and (55).
7: $l \leftarrow l + 1$.
8: until $\forall k \in \mathcal{K}_n$, $|\chi(u_k^{(l)})| < \epsilon$ and $|\psi(\beta_k^{(l)})| < \epsilon$.
9: return $\alpha_n^{m}, \mathbf{p}_n^{m},$ and $\mathbf{f}_n$.

Algorithm 6 JTPRA Algorithm

Require: $\{\mathcal{K}_n\}, \{\mathcal{M}_n\}, l_{max}$, and $\epsilon$.
Ensure: $\mathbf{V}_n, \alpha_n^{m}, \mathbf{p}_n^{m},$ and $\mathbf{f}_n$.
1: Set iteration index $l = 0$, $u_n^{(0)} = 0$.
2: Randomly generate feasible solution $\alpha_n^{m(0)}$, $\mathbf{p}_n^{m(0)}$, and $f_n^{(0)}$.
3: repeat
4: Given $\alpha_n^{m(l)}, \mathbf{p}_n^{m(l)}$, and $f_n^{(l)}$, obtain $\mathbf{V}_n^{(l+1)}$ by solving $\mathcal{P}1$ via Algorithm 4.
5: Given $\mathbf{V}_n^{(l+1)}$, obtain $\alpha_n^{m(l+1)}, \mathbf{p}_n^{m(l+1)}$, and $f_n^{(l+1)}$ by solving $\mathcal{P}1$ via Algorithm 5.
6: Calculate $\mathbf{u}_k^{(l+1)}$ according to equation (10).
7: $l \leftarrow l + 1$.
8: until $|\theta^{(l)} - \theta^{(l-1)}| \leq \epsilon$ or $l \geq l_{max}$.
9: return $\mathbf{V}_n, \alpha_n^{m}, \mathbf{p}_n^{m},$ and $\mathbf{f}_n$.

5.3 Overall Joint Task Partition and Resource Allocation Algorithm to Solve $\mathcal{P}1$

According to Subsections 5.1 and 5.2, the procedure of optimizing $\mathbf{V}_n, \alpha_n^{m}, \mathbf{p}_n^{m},$ and $f_n$ is shown in Algorithm 6. To this end, the task partition and communication and computational resource allocation problem $\mathcal{P}1$ is solved.

5.4 Computing Complexity Analysis

Proposition 4. The overall complexity of joint task partition and resource allocation algorithm in all cooperative computing clusters is $O\left(|\mathcal{N}|^2 |\mathcal{K}_n|^2 \log_2 f_{\text{max}} + |\mathcal{N}|^2 |\mathcal{K}_n||\mathcal{M}_n|\right)$, which is polynomial.

Proof. In each cluster, the joint task partition and resource allocation problem $\mathcal{P}1$ is decomposed into two subproblems: $\mathcal{P}1-1$ and $\mathcal{P}1-2$, then they are solved iteratively with maximum number of iterations $s_{\text{max}}$.

Firstly, for problem $\mathcal{P}1-1$, the complexity of sort operation is $O\left(|\mathcal{K}_n| \log_2 |\mathcal{K}_n|\right)$, and the complexity of task partition is $O\left(|\mathcal{K}_n|^2\right)$ in the worse case. So the the complexity of solving $\mathcal{P}1-1$ is $O\left(|\mathcal{K}_n| \log_2 |\mathcal{K}_n|\right)$.

Then, we have three layer iteration to solve problem $\mathcal{P}1-2$, the first layer (outermost) is updating auxiliary variables $(\mathbf{u}_k, \beta_k)$ with the complexity independent of $|\mathcal{K}_n|$,
so the complexity is $O(|\mathcal{K}_n|^2)$; the second layer is updating Lagrange multipliers $(\gamma_k, \omega_k, \eta)$ by sub-gradient method, with complexity converges in $O\left(|\mathcal{K}_n|^2\right)$ [57]; the third layer (innermost) is solving (39) and (40), the complexity of obtaining the optimal computing frequency by bisection method is $O\left(|\mathcal{K}_n|\log_2 f_{\text{max}}\right)$, and the complexity of obtaining sub-carrier and power allocation is $O\left(|\mathcal{M}_n||\mathcal{K}_n|\right)$. Therefore, the complexity of solving $P1$ is $O\left(|\mathcal{K}_n|^4\log_2 f_{\text{max}} + |\mathcal{K}_n|^4|\mathcal{M}_n|\right)$.

Finally, the overall time complexity for solving $P1$ can be abbreviated as $O\left(|\mathcal{K}_n|^4\log_2 f_{\text{max}} + |\mathcal{K}_n|^4|\mathcal{M}_n|\right)$.

As such, the overall complexity of solving $P1$ in all clusters is $O\left(|\mathcal{N}| |\mathcal{K}|^4\log_2 f_{\text{max}} + |\mathcal{N}| |\mathcal{K}|^4|\mathcal{M}|\right)$.

### 6 Numerical Results

We present the numerical results that adequately represents the performances and comparison of the proposed distributed scheduling scheme and the performance of cooperative computing framework. The maximum communication distance of each mobile device is set to 400 meters. The remaining battery life of each mobile device follows a uniform distribution between 80% and 100%, and $\lambda_{nk}$ is calculated by a percentage of the remaining battery life of device $n_k$ to the total remaining battery life of all mobile devices. The rest default parameters are shown in Table 2. To demonstrate the performance of our proposed DRESHA algorithm, we introduced a number of corresponding reference schemes:

- **DRESHA Without Reassignment (DRESHA-WR):** In each iteration of the DRESHA algorithm, SDs will not reject redundant HDs (steps 15-20 in Algorithm 1 will not be performed).
- **DRESHA Using Distance as Affection (DRESHA-Distance):** The preference of HD to SD is reconstructed as $n \succ_k n'$, $d_{k,n} < d_{k,n'}$, $\forall k \in \mathcal{K}$. In other words, instead of resource efficiency, distance is used as the measure of the affection of HD on SD.

3. Although the calculation of $\lambda_{nk}$ has an impact on the maximization of lifetime of all mobile devices, this is not the key point of this paper, hence we choose this simple method for calculation.

- **DRESHA Using Computing Complexity as Affection (DRESHA-Complexity):** The preference of HD to SD is reconstructed as $n \succ_k n'$, $C_{nk} < C_{nk'}$, $\forall k \in \mathcal{K}$. In other words, instead of resource efficiency, computing complexity of task is used as the measure of the affection of HD on SD.
- **DRESHA Using Weight Factor as Affection (DRESHA-Factor):** The preference of HD to SD is reconstructed as $n \succ_k n'$, $\lambda_{k,n} < \lambda_{k,n'}$, $\forall k \in \mathcal{K}$. In other words, instead of resource efficiency, weight factor of device is used as the measure of the affection of HD on SD.
- **Maximum Computing Frequency (MCF):** The computational resource is not optimized, all mobile devices use the maximum computing frequency ($f_{nk} = f_{\text{max}}$) to process tasks.
- **Equal Power Allocation (EPA):** The transmission power is not optimized, SDs distribute transmission power equally among their allocated sub-carriers ($P_{nk}^m = \frac{P_{\text{max}}}{|\mathcal{M}_n|}$).

#### 6.1 Properties of Proposed Algorithm

In this subsection, we thoroughly examined two important properties of the proposed algorithm: convergence behavior and deviation from the globally optimal solution. The detailed results of our analysis are presented below.

#### 6.1.1 Convergence Behavior

The proposed DRESHA algorithm consists of multiple layers of iterations. The convergence of the iterative algorithms involved has a significant impact on the execution time of the DRESHA algorithm. Therefore, we investigated the convergence of sum-of-ratios optimization algorithm (Algorithm 5), AO method (Algorithm 6), and DRESHA algorithm (Algorithm 1).
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Fig. 4. Convergence of the Algorithm 5 in different cooperative computing clusters. The parameters are set as follows: (a) $|\mathcal{K}| = 16$, (b) $|\mathcal{K}| = 28$, and the rest are default.
cooperative computing cluster achieves convergence within four iterations. Similarly, Figure 5 showcases the convergence behavior of Algorithm 6 for $P=1$, where the weighted sum energy consumption in each cluster also converges within four iterations.

In Figure 6, we display the iteration count required for Algorithm 1 to achieve convergence (as specified in step 23 of Algorithm 1). Notably, the proposed DRESHA algorithm demonstrates rapid convergence in scenarios with varying numbers of SDs (clusters) and sub-carriers. This behavior is particularly intriguing. When the number of helpers is abundant or sparse, the algorithm converges swiftly. In rich helper environments, SDs encounter minimal competition for helpers from each other, leading to quick stabilization. Conversely, in scenarios with a scarcity of helper resources, SDs rarely reject matched helpers, resulting in similarly rapid stabilization. However, when the number of helpers falls within an intermediate range, SDs engage in competitive interactions for helper, which extends the convergence process over several iterations.

Drawing from the analyses presented in Subsections 4.3 and 5.4, we can confidently conclude that the computing complexity of the proposed algorithms is polynomial, making them practically implementable.

### 6.1.2 Comparison With Exhaustive Search

In order to evaluate the gap between the outcomes achieved by the proposed DRESHA algorithm and the globally optimal solution, we performed a comprehensive comparative analysis utilizing an exhaustive search approach. The exhaustive search method, which employs a brute-force search strategy, is capable of attaining the globally optimal solution for optimization problems. However, it is important to note that the computational complexity of the exhaustive search method increases exponentially with the number of SDs, HDs, and sub-carriers involved. To mitigate this computational burden, we conducted the comparative analysis in a small-scale scenario, where the number of SDs was set to 2, the number of sub-carriers was set to 16, and all other parameters were maintained at their default values.

The obtained numerical results, depicted in Figure 7, reveal that the solutions provided by DRESHA are suboptimal. In comparison to the globally optimal solution, DRESHA leads to an increase in the weighted sum energy consumption ranging from 2.4% to 7.0%. Moreover, the deviation from the globally optimal solution escalates with a higher number of HDs. This can be attributed to the disparities between our proposed algorithm’s source-helper assignment scheme and the globally optimal solution, which become more pronounced as the number of HDs increases. Nevertheless, it is crucial to acknowledge the intricate interplay between source-helper assignment and resource allocation, as well as the communication overhead inherent in distributed systems. Despite the observed suboptimality, our proposed algorithm remains practical and applicable, as it takes into account the complexities and
challenges inherent in achieving a globally optimal solution within real-world, resource-constrained environments.

6.2 Performance of Cooperative Computing

To evaluate the effectiveness of our proposed mobile cooperative computing framework, we compared the task completion ratio and the weighted sum energy consumption of our proposed framework with that of local computing. Our evaluation is presented below.

6.2.1 Task Completion Ratio

Table 3 shows the results obtained from local computing, cooperative computing using DRESHA-WR, and cooperative computing using DRESHA. The following observations were made: Firstly, in situations where tasks exhibit high delay sensitivity (computational demands exceeding the capacity of a single mobile device), cooperative computing can effectively increase the percentage of tasks completed on time compared to local computing. This underscores the effectiveness of our proposed cooperative computing framework in mitigating the insufficient computing capabilities of individual mobile devices. By harnessing the computational resources of the entire network, our framework addresses this challenge to a considerable extent. Secondly, under identical conditions, DRESHA demonstrates superior performance in terms of on-time task completion when contrasted with DRESHA-WR. This distinction arises from the iterative process employed by DRESHA, which intelligently reallocates redundant HDs from each cluster to an alternative resource pool. This iterative approach efficiently caters to the computational requirements of resource-constrained clusters, thereby ensuring a greater number of tasks are completed on time.

6.2.2 Average Weighted Sum Energy Consumption

Table 4 presents the average weighted sum energy consumption under different computing frameworks and algorithms, assuming all computational tasks are completed on time ($T = 350$ ms). Notably, our proposed cooperative computing framework consumes less weighted energy, and the result of DRESHA is better than that of DRESHA-WR. While wireless task offloading may introduce additional energy costs compared to local computing, cooperative computing remains advantageous in some heterogeneous networks (e.g. devices have different energy efficiency or energy weights) as SDs can offload tasks to more efficient devices to reduce the overall network expense of computing.

6.3 Performance of Proposed Algorithm

In this subsection, we first evaluated the effect of using ‘resource efficiency’ as a matching preference. Then, the performance of the proposed algorithm was examined under different parameter settings.

6.3.1 Performance of Proposed Affection

Figure 8 depicts the numerical results of the weighted sum energy consumption as a function of the total number of HDs for four schemes employing different affection criteria. It is evident that the advantage of the resource efficiency based algorithm, DRESHA, over other algorithms (DRESHA-Distance, DRESHA-Complexity, and DRESHA-Factor) becomes increasingly pronounced with higher numbers of HDs. This phenomenon is attributed to the fact that in scenarios with a limited number of HDs, SDs have only a few choices for matching. Consequently, the distinctions between algorithms employing diverse affection criteria are marginal. However, as the number of HDs escalates, reliance on a singular criterion for preference can lead to inappropriate source-helper matches. This, in turn, inflates the overall system's weighted sum energy consumption. The resource efficiency based algorithm proposed in this paper accounts for factors including device distance, task complexity, and energy weight factor. This comprehensive
consideration ensures the selection of matches that align with the optimization objective. Numerical outcomes validate that adopting resource efficiency as a preference metric results in a reduction of weighted energy consumption by 1% to 13.5%.

### 6.3.2 Impact of Various Settings

To further evaluate the performance of DRESHA, we compared it with reference schemes across various settings, encompassing variations in the number of HDs, delay limit, computational resource, and communication resource. The findings from these evaluations are detailed below.

Figure 9 displays the simulation results of the weighted sum energy consumption versus the total number of HDs for four schemes. Our observations are as follows. Firstly, an increase in the number of HDs corresponds to a decreasing trend in weighted sum energy consumption. The marginal benefit of introducing additional HDs stems from their capacity to efficiently share computing loads, thereby reducing the overall system’s energy consumption. However, as the number of available helpers grows, the selection of efficient helpers becomes more critical, and an excess of helpers may not significantly impact energy consumption. It is this characteristic that inspired us to design DRESHA-WR algorithm. Secondly, the disparity between DRESHA and DRESHA-WR results is minimal in scenarios with limited HDs. DRESHA’s distinct advantage becomes apparent as the number of alternative HDs increases, resulting in a 1% to 11% reduction in weighted sum energy consumption. Finally, under different numbers of HDs, both DRESHA and DRESHA-WR outperform algorithms (MCF and EPA) that do not optimize computational or communication resources. Specifically, DRESHA reduces around 8% to 20% and 33% to 38% of weighted sum energy consumption compared to MCF and EPA, respectively.

Figure 10 displays the simulation results of the weighted sum energy consumption versus the delay limit of computational tasks. A comparative analysis of MCF, EPA, and DRESHA reveals intriguing insights. The weighted sum energy consumption using MCF decreases by 11%, while...
EPA’s decrease is more significant at 43%, both in response to increasing task delay tolerance. This trend underscores the greater impact of optimizing computational resources compared to communication resources. In contrast, the weighted sum energy consumption using DRESHA decreases by 59%.

Figure 11 presents the correlation between weighted sum energy consumption and the maximum computing frequency of mobile devices. Notably, an escalation in the maximum computing frequency leads to an 11% to 14% reduction in weighted sum energy consumption for computational resource optimization schemes (DRESHA, DRESHA-WR, and EPA). This is attributed to the improved likelihood of Algorithm 3 identifying optimal points with an extended search range. Conversely, MCF, which does not optimize computational resources, exhibits a gradual increase in energy consumption due to the imbalance between communication and computational resources. This is further highlighted by a 253% increase in MCF’s weighted sum energy consumption when the maximum computing frequency is elevated from 400MHz to 800MHz.

Figure 12 represents the results of weighted sum energy consumption versus the number of sub-carriers, it can be seen that the energy consumption diminishes alongside an increasing number of sub-carriers. This is because the Shannon capacity formula is a concave function with respect to transmission power, and allocating power to a new sub-carrier can yield greater gains than allocating the same power to an existing sub-carrier when the difference in gain between the sub-carriers is not significant. Furthermore, a larger number of sub-carriers amplifies the selection options for SDs, enabling the choice of sub-carriers with superior channel gains. These results reinforce DRESHA’s superiority, evidenced by a 6% to 37% reduction in weighted sum energy consumption compared to other schemes.

7 Conclusion
The processing of sensor data on mobile devices with resource constraints and limited access to computing servers presents a challenge. To address this, we proposed a mobile cooperative computing framework for MCS that utilizes the idle resources of devices in the network to collaborate on tasks. Based on the model, a weighted sum energy consumption minimization problem was formulated, while considering task execution delay limits and practical constraints on communication and computing capabilities. We developed a distributed scheduling scheme to optimize offloading strategy, communication resources, and computational resources. A fast convergence of DRESHA algorithm was shown through numerical analysis, and we evaluated the performance of the cooperative computing framework under various simulation environments. Results demonstrated that cooperative computing can effectively improve the task completion ratio and reduce weighted sum energy consumption compared to local computing. Additionally, we evaluated the performance of DRESHA by comparing it to several schemes. In our future work, we intend to delve into the prediction of task allocation and sensor data volumes, thereby enhancing our ability to schedule resources across multiple time slots. Furthermore, we aim to address the complexity of our distributed algorithm for mitigating scheduling burdens on resource-limited mobile devices. Additionally, we aim to bridge the gap between the optimal solution and the results we obtained by exploring deep learning to solve the resource allocation problem. These forthcoming pursuits are poised to propel our research to new heights in order to address evolving demands and emerging challenges in the field.
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