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Abstract

With the exponential growth of data traffic in wireless networks, edge caching has been regarded as a promising solution to offload data traffic and alleviate backhaul congestion, where the contents can be cached by unmanned aerial vehicle (UAV) and user terminal (UT) with local data storage. In this article, a cooperative caching architecture of UAV and UTs with scalable video coding (SVC) is proposed, which provides the high transmission rate content delivery and personalized video viewing qualities in hotspot areas. In the proposed cache-enabling UAV-D2D networks, we formulate a joint optimization problem of UT caching placement, UAV trajectory, and UAV caching placement to maximize the cache utility. To solve this challenging mixed integer nonlinear programming problem, the optimization problem is decomposed into three sub-problems. Specifically, we obtain UT caching placement by many-to-many swap matching algorithm, then obtain the UAV trajectory and UAV caching placement by approximate convex optimization and dynamic programming, respectively. Finally, we propose a low complexity iterative algorithm for the formulated optimization problem to improve the system capacity, fully utilize the cache space resource, and provide diverse delivery qualities for video traffic. Simulation results reveal that: i) the proposed cooperative caching architecture of UAV and UTs obtains larger cache utility than the cache-enabling UAV networks with same data storage capacity and radio resource; ii) compared with the benchmark algorithms, the proposed algorithm improves cache utility and reduces backhaul offloading ratio effectively.
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I. INTRODUCTION

In recent years, unmanned aerial vehicles (UAVs) have been developed rapidly and widely used in many industries due to its small size, low deployment, and high flexibility. The characteristics of UAV make it possible to solve problems effectively in traditional cellular networks, such as high deployment cost and poor adaptability to special deployment scenarios. Therefore, UAV-assisted cellular networks have attracted much attention recently [1, 2]. The main application scenarios of UAV communications include high-speed coverage of hotspots [3], emergency communication [4], relay communication [5], and information dissemination and collection [6]. With the exponential growth of data traffic, it is predicted that by the end of 2021, the monthly traffic in mobile cellular network will reach 60 Exabyte (EB), of which 72% will be used for content delivery [7]. Edge caching has been proposed as a key enabling technique for cellular networks to alleviate traffic load [8]. Popular contents can be placed close to the mobile users, such as at the base stations (BSs) [9], user terminals (UTs) [10], and UAVs [11], so as to reduce the content acquisition delay and alleviate backhaul traffic load. UT caching is to store the contents at UTs and then share the contents among UTs by device-to-device (D2D) communications [12]. The combination of UT caching and D2D communications can effectively reduce the repeated content transmission, improve the quality of experience (QoE) of UTs and reduce BS traffic load in hotspot areas [13]. In cache-enabling UAV-assisted D2D-enabled cellular networks, the collaborative caching architecture of UAV and UTs can not only make full use of limited cache space, but also further improve system capacity performance. The cache and contents management in UAV and UTs can be realized with the aid of mobile edge computing technology [14]. With the cache-enabling UAV-D2D Networks, the massive popular content delivery can be achieved easily for some temporary hotspot coverage, emergency communication and rescue scenarios.

Nowadays, users prefer personalized viewing qualities for different types of video files. Users usually prefer basic perceptual qualities for sports games and news, while high qualities for movies. In order to fully take advantage of diverse quality requirements feature of video traffic, scalable video coding (SVC) is proposed which encodes video in the form of layer files [15]. SVC is able to flexibly remove part of the video bit streams to adjust to diverse user requirements.
and network states while guaranteeing acceptable video quality. With SVC, the original video file is encoded into $L$ layers including a base layer (BL) file and $(L - 1)$ enhancement layer (EL) files. The successful reception of BL file can make the video with basic quality to be retrieved. The EL files contain supplementary information of BL file, which can upgrade the quality of the received video. However, the $l$-th EL file cannot be decoded without the previous $(l - 1)$ layer files. Obviously, the quality of received video depends on received layer files. In cache-aided scalable video delivery, the successful delivering required video file with quality level $l$ should be make sure the successful delivering previous $(l - 1)$ layer files. So the caching utility of a video file with SVC not only depends on the cached $l$-th EL file, but also is decided by the caching placement of previous $(l - 1)$ layer files [16]. In cache-enabling D2D networks with SVC, the joint optimization of probabilistic caching placement and power allocation on scalable video transmission was studied [17].

A. Related Works

Many researchers have carried out research in the field of UAV communications. Generally speaking, the current research on UAV-assisted cellular networks is mainly on UAV location deployment, UAV trajectory design, and resource allocation, aiming at enhancement system capacity, providing high-speed transmission, and improvement energy efficiency.

Due to its flexible deployment, UAV can adjust the flight altitude and location to cover the area on the ground and establish a reliable line-of-sight (LoS) link with ground users [18–22]. A novel framework for UAV networks with massive access capability supported by non-orthogonal multiple access (NOMA) was proposed in [18]. The authors in [19] investigated dynamic resource allocation of multi-UAV networks by multi-agent reinforcement learning. Three-dimensional (3D) deployment of UAVs was studied with the goal of maximizing the total amount of data transmitted by UAVs with the tradeoff among flight altitude, energy expense, and flight time in [20]. A distributed algorithm was proposed to allow UAVs to learn their 3D locations and associate with ground users dynamically while maximizing the sum rate in [21]. Aim at maximizing the instantaneous sum rate of all ground pairs, while ensuring the rate requirements of the cellular user, UAV location deployment and transmit power allocation were jointly optimized in [22].

Due to the mobility and energy limitation of UAV, the UAV trajectory optimization plays a very important role in UAV-assisted cellular networks. Reasonable UAV trajectory can help improve
system performance, such as energy efficiency [23] and transmission rate [24–26], etc. With the target of maximizing energy efficiency with guaranteed QoE of users, joint optimization of UAV communication scheduling, UAV trajectory, power allocation, and bandwidth allocation were studied in [23]. The authors in [24] proposed a multi-agent Q-learning-based trajectory design and power control algorithm for sum transmission rate maximization. In order to maximize the minimum data rate of the mobile users, joint optimization of power allocation, user association, channel assignment and trajectory optimization were studied in [25]. By jointly optimizing the user association and UAV communication scheduling, transmit power, and UAV trajectory over a finite period, an optimization problem was formulated to maximize the minimum secrecy rate among users in [26]. In the above work, both the static UAV deployment and UAV trajectory were studied jointly with resource allocation, since the deployment and movement of UAV has a great impact on the performance of resource allocation, and vice versa.

A few work has studied the edge caching combining with UAV communications [27–33]. The main purpose of the cache-enabling UAV is to cache popular contents in the UAV BSs related to their associated users so that most frequently requested contents can be served from local caches, instead of forwarding the users’ requests over the bandwidth-limited wireless backhaul links. 3D placement of UAV BSs, user-BS association, and bandwidth allocation were jointly studied to minimize the total transmit power while considering the data rate requirements and limited backhaul capacity in [27]. However, the caching placement was not optimized in [27]. In [28], caching placement was predicted based on content request distribution and optimized by cache space allocation and resource allocation, but the UAV deployment was not considering in the optimization. In [29], both static and dynamic UAV deployments were considered. For static UAV deployment, an optimization problem was formulated to design the cache placement at UAV and users in order to maximize the cache hit probability. For dynamic UAV deployments, a spiral algorithm was proposed to minimize the number of UAV path points while covering all users. Although caching placement and UAV deployment were both considered in [29], the advantages of joint optimization of caching placement and UAV deployment/trajectory were ignored. In the afterwards research literature, the caching placement and UAV trajectory were jointly studied in cache-enabling UAV networks [30–33]. Caching UAV assisted secure transmission in hyper-dense networks based on interference alignment was studied in [30]. The authors in [31] proposed a joint caching placement, UAV trajectory design,
and resource allocation algorithm in dynamic cache-enabling UAV NOMA networks. The joint optimization of caching placement and static UAV deployment was carried out to maximize QoE in [32]. [33] investigated the cache-enabling UAV NOMA networks for augmented reality (AR) applications. The above works mainly consider the traditional content caching without SVC. We should note that, the caching placement of cache-aided scalable video delivery should consider both the BL file and EL files, since the utility of caching the $l$-th EL file is highly dependence on the caching placement of previous $(l-1)$ layer files. It means that, the existing solutions of caching placement and UAV trajectory design for cache-enabling UAV networks cannot be used straightforward in cache-enabling UAV networks with SVC. Meanwhile, we study the caching placement in a collaborative caching architecture of UAV and UTs, in which, UT caching placement, UAV trajectory and UAV caching placement should be jointly optimized to improve the system capacity, fully utilize the cache space resource, and provide diverse delivery qualities for video traffic.

B. Motivation and Contribution

As discussed above, reasonable SVC caching placement strategy can help save time for UTs to obtain requested videos and alleviate the backhaul pressure of macro BS. Optimization UAV trajectory can effectively improve the transmission rate between UAV and UTs. However, there are few works considering the joint optimization of SVC caching placement and UAV trajectory. In this paper, we take maximum cache utility as our optimization target in a cooperative SVC video caching architecture of UAV and UTs. If the layer files of requested video file are cached in UTs or UAV, files can be shared by D2D communication or UAV communication link. The more files shared, the higher cache utility will be. Moreover, UAV trajectory optimization will adjust the relative position between UAV and UTs, which can enhance the transmission rate so as to improve the cache utility. In other words, the caching placement and UAV trajectory are closely coupled. Motivated by this, we study the joint optimization of UT caching placement, UAV trajectory and UAV caching placement. The main contributions of this paper are summarized as follows:

- We propose a collaborative SVC video caching architecture in cache-enabling UAV-D2D cellular networks, where the UAV and UTs are both equipped with local storage unit. UTs can share local layered files with nearby UTs by D2D communications. The UAV can also
provide layered files to UTs. Then a joint optimization problem of UT caching placement, 
UAV flight trajectory, and UAV caching placement is formulated to maximize the cache 
utility of all files in the networks.

- We propose a joint iterative algorithm to solve the formulated optimization problem. Since 
the original optimization problem is a mixed integer nonlinear programming problem and 
hard to solve directly, the original optimization problem is decomposed into three sub-
problems. Specifically, we model the UT caching placement as a many-to-many swap 
mapping, obtain the UAV flight trajectory by approximate convex optimization method, 
then propose a dynamic programming based UAV caching placement algorithm. Based on 
the proposed three algorithms of the sub-problems, we propose a low complexity joint 
iterative algorithm and analyse the computational complexity of the proposed algorithm.

- We demonstrate the network performance to verify the feasibility and effectiveness of the 
proposed algorithm. Simulation results show that the proposed algorithm can reach the 
convergence within 150 iterations and obtain a sub-optimal solution. Then the advantage of 
cooperative SVC video caching architecture of UAV and UTs is demonstrated by simulation 
results. Furthermore, we investigate the influence of the number of UTs, UAV cache space, 
Zipf parameter and UAV height on cache utility and backhaul offloading ratio, respectively. 
Simulation results verify that the cooperation caching architecture can take full advantage 
of edge caching and cache utility is effectively improved by subdividing users’ requests for 
different quality and SVC caching.

C. Organization

The rest of the paper is organized as follows. The system model and problem formulation are 
presented in Section II. Section III is the proposed algorithm to solve the optimization problem. 
Section IV is the numerical simulation results. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL

In the cache-enabling UAV-assisted D2D-enabled cellular networks, there is a ground macro 
BS and a cache-enabling UAV BS flying along a predefined trajectory to assist the ground 
macro BS. Fig. 1 shows an example of the practical scenario. The macro BSs near the stadium 
are overloaded which cannot fulfill the traffic requirement of users in peak hours, for example,
TABLE I: Main Symbol and Variable List

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>Number of video files</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of UTs</td>
</tr>
<tr>
<td>$q_n$</td>
<td>Coordinate of UT $n$</td>
</tr>
<tr>
<td>$w[t]$</td>
<td>Coordinate of UAV at time slot $t$</td>
</tr>
<tr>
<td>$L$</td>
<td>Video quality level</td>
</tr>
<tr>
<td>$S_V$, $S_U$</td>
<td>Cache space of UAV, UT</td>
</tr>
<tr>
<td>$o$</td>
<td>Size of each layer file</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Zipf parameter</td>
</tr>
<tr>
<td>$H$</td>
<td>Height of UAV flight trajectory</td>
</tr>
<tr>
<td>$V_{max}$</td>
<td>Maximum flight speed of UAV</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Length of time slot</td>
</tr>
<tr>
<td>$T$</td>
<td>Number of time slots</td>
</tr>
<tr>
<td>$P_V$, $P_U$</td>
<td>Transmit power of UAV, UT</td>
</tr>
<tr>
<td>$B_V$, $B_D$</td>
<td>UAV communication link bandwidth of UAV, D2D UT</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Power spectral density of additive white Gaussian noise</td>
</tr>
<tr>
<td>$\psi_U$, $\psi_V$</td>
<td>Unit content caching profit of UT, UAV</td>
</tr>
<tr>
<td>$\xi_U$, $\xi_V$</td>
<td>Unit content caching cost of UT, UAV</td>
</tr>
<tr>
<td>$r_{nn'}$</td>
<td>Transmission rate from UT $n$ to UT $n'$</td>
</tr>
<tr>
<td>$d_{nV}[t]$</td>
<td>Distance between UAV and UT $n$ at time slot $t$</td>
</tr>
<tr>
<td>$r_n[t]$</td>
<td>Transmission rate from UAV to UT $n$ at time slot $t$</td>
</tr>
<tr>
<td>$U_{nf}^t$</td>
<td>Cache utility of the BL file of video file $f$ cached in UT $n$</td>
</tr>
<tr>
<td>$U_{Vf}^l$</td>
<td>Cache utility of the $l$-th layer file of video file $f$ cached in UAV</td>
</tr>
<tr>
<td>$q_n^f$</td>
<td>Indicator of whether UT $n$ requests the video file $f$ with quality level $l$</td>
</tr>
<tr>
<td>$C_n^f$</td>
<td>Indicator of whether the BL file of video file $f$ is cached in UT $n$</td>
</tr>
<tr>
<td>$C_{Vf}^l$</td>
<td>Indicator of whether the $l$-th layer file of video file $f$ is cached in UAV</td>
</tr>
</tbody>
</table>

The main symbols and variables used in this paper are summarized in Table I.

There are $N$ UTs equipped with cache capability, which can communicate directly without the macro BS. The set of UTs is denoted as $\mathcal{N} = \{1, 2, ..., N\}$. The cache space of UAV is $S_V$ bits and the cache space of each UT is $S_U$ bits. The UAV first flies along the pre-designed trajectory and then returns to the starting point at the end of each flight. During the flight, the UAV transmits data to UTs. UTs can also obtain the data from nearby UTs by D2D communications. During the content distribution, each UT can be both sending UT and receiving UT. To encourage the files sharing and D2D communications of UTs, the macro BS rewards each UT that successfully delivers the cached files to its surrounding UTs. Therefore, the UTs have the motivation to participate in the files sharing to increase cache space utilization.
There are $F$ contents in video file library. The set of video file is denoted as $\mathcal{F} = \{1, 2, ..., F\}$. Each video file is encoded into $L$ layer files. The size of each layer file is $o$ bits. The encoded layer files are denoted as $\mathcal{L} = \{1, 2, ..., L\}$, where the first element $\{1\}$ is the BL file and all rest elements $\{2, ..., L\}$ are EL files. Since each video file is encoded into $L$ layer files, there are $L$ quality levels of each video file as well. In this framework, UAV and UTs cache replicas of BL and EL files of popular video files. In order to make full use of the limited cache space and the advantages of D2D communications, it is assumed that UTs only cache the BL files, while UAV can cache both the BL files and EL files. Let $q_{nf}^l = 1$ indicate that UT $n$ requests video file $f$ with quality level $l$, which means UT $n$ needs $l$ layer files including $\{1, 2, ..., l\}$, otherwise $q_{nf}^l = 0$. The caching placement indication matrix for UTs is denoted as $C_N$. When the BL file of video $f$ is cached in UT $n$, it is denoted as $C_{nf}^1 = 1$, otherwise $C_{nf}^1 = 0$. The caching placement indication matrix for UAV is denoted as $C_V$. When the $l$-th layer file of video $f$ is cached in UAV, it is denoted as $C_{Vf}^l = 1$, otherwise $C_{Vf}^l = 0$.

A. D2D Communication Model

D2D communications can directly transmit data between UTs without passing through the BS [34]. It can effectively increase network throughput and improve the QoE of UTs. Considering
3D Cartesian coordinate system, we assume that UT’s position on the ground is constant for a period of time and the location of UT \( n \) is denoted as \( \mathbf{q}_n = (x_n, y_n, 0) \), \( n \in \mathcal{N} \), \( \mathbf{q}_n \in \mathbb{R}^{3 \times 1} \). The spectrum resources of UAV communications are orthogonal to D2D communications.

The channel gain between UT \( n \) and UT \( n' \) is defined as \( g_{nn'} \), including path loss and small-scale fading, which can be known in advance by channel sounding. Only when the channel gain between UT \( n \) and UT \( n' \) reaches the predefined D2D communication threshold \( \delta \), that is \( g_{nn'} > \delta \), the D2D communications link can be established. When UT \( n \) and UT \( n' \) establish the D2D communication link, it is denoted as \( a_{nn'} = 1 \), otherwise, \( a_{nn'} = 0 \). The transmit power of each UT is \( P_U \). The spectrum bandwidth of D2D communications is \( B_U \), which is allocated equally for all the D2D communication pairs in the macro cell. The transmission rate between sending UT \( n \) and receiving UT \( n' \) is

\[
r_{nn'} = B_{nn'} \log_2 \left( 1 + \frac{P_U g_{nn'}}{B_{nn'} N_0} \right),
\]

where \( B_{nn'} \) denotes the bandwidth allocated to UT \( n \) and UT \( n' \), \( N_0 \) is the power spectral density of additive white Gaussian noise. \( B_{nn'} = \frac{B_D}{N_{nn'}} \), where \( N_{nn'} \) is the number of D2D communication pairs transmitted simultaneously with UEs \( n \) and UT \( n' \).

### B. UAV Communication Model

To simplify the analysis, we use the discrete state space approximation method to discretize the continuous time [35]. A suitable time slot length \( \tau \) is used to divide the flight time into \( T \) time slots. The UAV trajectory is denoted as \( \{ \mathbf{v}[t] = (x[t], y[t], H), t = 1, 2, ..., T \} \). Correspondingly, the UAV’s location projected on the horizontal plane at time slot \( t \) can be denoted as \( \{ \mathbf{w}[t] = (x[t], y[t]), t = 1, 2, ..., T \} \). The maximum flight speed of UAV is \( V_{\text{max}} \). At the end of the UAV flight time, the UAV returns to the starting position, that is, \( \mathbf{w}[1] = \mathbf{w}[T] \). During the UAV’s flight, the UAV provides service for all UTs who request BL or EL files from UAV at the same time. The distance between the UAV and UT \( n \) in time slot \( t \) is denoted as

\[
d_{nnV}[t] = \sqrt{\| \mathbf{w}[t] - \mathbf{q}_n \|^2 + H^2}.
\]

It is assumed that the air-to-ground communication link is dominated by LoS link which is modeled by the free space path loss model. Thus, the channel gain between the UAV and UT \( n \)
in time slot $t$ is denoted as

$$\beta_n[t] = \frac{\beta_0}{\|w[t] - q_n\|^2 + H^2},$$  
(2)

where $\beta_0$ denotes the channel gain at the reference distance $d_0 = 1$ m. The transmission rate between the UAV and UT $n$ in time slot $t$ is

$$r_n[t] = B_n \log_2 \left( 1 + \frac{\gamma_0 P_0}{\|w[t] - q(n)\|^2 + H^2} \right),$$  
(3)

where $\gamma_0 = \beta_0/B_n N_0$ denotes the reference signal-to-noise-ratio (SNR) between the UAV and UT $n$ at the reference distance $d_0 = 1$ m. $B_n$ denotes the bandwidth allocated to UT $n$. In order to make full use of the spectrum resource, the bandwidth resource $B_V$ is allocated equally to all the UTs associated with the UAV. The user association is decided by whether the UTs obtain the files from the UAV, which is provided in the following part.

C. Content Service Model

The popularity of $F$ video files follows a Zipf-like distribution [36]. The popularity distribution of the video files is assumed to remain static over a certain duration. Without loss of generality, the video files are ranked in a descending order according to their popularity. The popularity of the $f$-th video file is denoted as

$$\rho_f = \frac{1/f^\gamma}{\sum_{f=1}^{F} (1/f^\gamma)},$$  
(4)

where the Zipf parameter $\gamma$ determines the skewness in the UTs’ preference. Although different UTs might request the same video file, the video quality requested by different UTs may be different. The quality preference for video files should be considered as well. According to [37], the popularity of the $l$-th layer file of video file $f$ is denoted as

$$\rho_{fl} = \begin{cases} 
\rho_f \frac{f-1}{F-1}, & l = 1, \\
\rho_f \frac{F-f}{(F-1)(L-1)}, & 2 \leq l \leq L.
\end{cases}$$  
(5)

After caching layer files of popular video files, UTs can fulfill the requests themselves and share files to nearby UTs through D2D transmissions as well. The UAV can serve UTs with layer files of video files through UAV communications. Fig. 2 demonstrates the way that UT $n$
obtains the \( l \) layer files of video \( f \) when UT \( n \) requests video file \( f \) with quality level \( l \), i.e., \( q_{nf}^l = 1 \).

![Flowchart](image)

**Fig. 2:** Process of UT \( n \) obtaining files of video \( f \).

When \( q_{nf}^1 = 1 \):

- If \( C_{nf}^1 = 1 \), UT \( n \) obtains the BL file from itself.
- If \( C_{nf}^1 = 0 \), the set of UTs who cache the BL file of content \( f \) and satisfy the D2D communication condition is denoted as \( \Phi_n = \{ n' | g_{nn'} > \delta, C_{n'f}^1 = 1 \} \), \( n' \in \mathcal{N} \). UT \( n \) receives the BL file from UT \( n' \), who is decided by

\[
    n' = \arg \max_{n' \in \Phi_n} g_{nn'}.
\]  

- If \( C_{nf}^1 = 0 \) and \( \Phi_n = \emptyset \), which means UT \( n \) cannot receive the BL file of video \( f \) from other UTs, UT \( n \) requests the BL file of video \( f \) from the UAV.
When $q_{nf}^l = 1, 2 \leq l \leq L$:

- If $C_{nf}^1 = 1$, UT $n$ obtains the BL file from itself and requests $\{2, 3, \ldots, l\}$ EL files of video $f$ from the UAV.
- If $C_{nf}^1 = 0$, UT $n$ requests the BL file of video $f$ from UT $n'$ who is decided by (6) and $\{2, 3, \ldots, l\}$ EL files of video $f$ from the UAV.
- If $C_{nf}^1 = 0$ and $\Phi_n = \emptyset$, UT $n$ requests the layer files $\{1, 2, \ldots, l\}$ of video $f$ from the UAV.

Define $g_{nf}^l$ as the indicator of UT $n$ obtaining the $l$-th layer file of video $f$ from the UAV, which is expressed as

$$g_{nf}^l = \begin{cases}q_{nf}^l (1 - C_{nf}^1) \left(1 - \sum_{n' \in \Phi_n} a_{nn'}\right), & l = 1, \\ q_{nf}^l, & 2 \leq l \leq L.\end{cases} \quad (7)$$

**D. Problem Formulation**

Firstly, the cache utility is defined. Cache utility defined as the content sharing profit minus caching cost. The cache utility of BL file of video $f$ cached in UT $n$ is defined as

$$U_{nf}^1 = o \psi_U \sum_{n' \in \Phi_n} q_{nf}^1 a_{nn'} r_{nn'} - o \xi_U, \quad (8)$$

where $o$ is the size of each layer file, $\psi_U$ is unit content sharing profit of D2D UEs, and $\xi_U$ is unit content caching cost of D2D UEs. The content sharing profit is defined based on the product of the number of shared layer files and the transmission rate. When the transmission rate is constant, the more layer files are shared, the greater the cache utility. When the number of shared layer files is fixed, the higher the transmission rate, the greater the cache utility, which means that UTs can receive the files with high data rate and achieve a better QoE.

Similarly, the cache utility of the $l$-th layer file of video $f$ cached in UAV is defined as

$$U_{Vf}^l = o \psi_V \sum_{n=1}^N g_{nf}^l \frac{1}{T} \sum_{t=1}^T r_n [t] - o \xi_V, \quad (9)$$

where $\psi_V$ is unit content sharing profit of UAV, $\xi_V$ is unit content caching cost of UAV. According to the characteristics of SVC, if the video content is lack of low-level layer file, the requested video file cannot be decoded even if it has a higher EL file. In other words, if the $l$-th layer file
can yield cache utility, UT should have received \( \{1, 2, \ldots, l - 1\} \) layer files already. Therefore, \( U_{lV}^f \) is denoted as follows

\[
U_{lV}^f = \begin{cases} 
\psi_N \sum_{n=1}^{N} g_{nf}^l \frac{1}{T} \sum_{t=1}^{T} r_n [t] - \xi_V, & l = 1, \\
\psi_N \sum_{n=1}^{N} g_{nf}^l \frac{1}{T} \sum_{t=1}^{T} r_n [t] - \xi_V, & (C_{nf}^1 + C_{Vf}^1) C_{Vf}^2 \cdots C_{Vf}^{l-1} = 1, 2 \leq l \leq L, \\
0, & \text{otherwise}.
\end{cases}
\]

(10)

According to (7) and (10), the UT caching placement strategy determines whether user would request layer files from the UAV, which will affect the UAV caching placement strategy subsequently.

Then the joint optimization problem is formulated, which considers the UT caching placement, UAV trajectory, and UAV caching placement. The optimization objective is to maximize the cache utility of all video files, which is formulated as

\[
\max_{C_{n^f}, C_{Vf}, w} \sum_{n=1}^{N} \sum_{f=1}^{F} C_{n^f}^1 U_{n^f}^1 + \sum_{f=1}^{F} \sum_{l=1}^{L} C_{Vf}^l U_{Vf}^l
\]

s.t.

\[
C_{n^f}^1 \in \{0, 1\}, \forall f, n, \quad (11a)
\]

\[
C_{Vf}^l \in \{0, 1\}, \forall f, l, \quad (11b)
\]

\[
\sum_{f=1}^{F} \sum_{l=1}^{L} C_{Vf}^l \leq S_V, \forall f, l, \quad (11c)
\]

\[
\sum_{f=1}^{F} C_{n^f}^1 \leq S_U, \forall f, n, \quad (11d)
\]

\[
R_n [t] \geq R_{\min}, n, t, \quad (11e)
\]

\[
\|w [t + 1] - w [t]\|^2 \leq \tau V_{\max}, \quad (11f)
\]

\[
w [1] = w [T]. \quad (11g)
\]

The constraints (11a) and (11b) show two discrete variables representing UT caching placement and UAV caching placement, respectively. The constraints (11c) and (11d) indicate that cache space of UTs and UAV is limited. The constraint (11e) represents that the transmission rate between UAV and UTs should be above the threshold \( R_{\min} \) so as to ensure the service quality of UTs. The constraint (11f) indicates that the flight speed of UAV in each time slot is limited.
The constraint (11g) means that the UAV will return to the departure point at the end of the flight time.

### III. Proposed Algorithm for Maximum Cache Utility

Based on the formulated optimization problem formulated in Section II, we analyze the problem and propose a low complexity algorithm for maximum cache utility in this section. The formulated optimization problem is the joint optimization of UT caching placement, UAV trajectory and UAV caching placement. UT caching placement and UAV caching placement are both 0-1 discrete variables, while UAV trajectory is continuous variable. The optimization problem is a mixed integer nonlinear programming problem. We decompose the optimization problem into three sub-problems and propose corresponding low complexity algorithms. Although the UT caching placement can be solved by brute-force search, it is not suitable for large scale networks since the algorithm complexity is exponential. To solve the sub-problem of UT caching placement, we introduce the many-to-many swap matching, which can reach a local solution after finite swap operations and converge to a two-sided exchange-stable status. The sub-problem of UAV flight trajectory can be approximated by first-order Taylor expansion, which is a common method for such non-convex problem. We notice that the UAV caching placement sub-problem can be regarded as a grouped knapsack problem by analysis, which will be solved by dynamic programming in this paper. So the three sub-problems are solved by the following algorithms:

1. many-to-many swap matching based UT caching placement algorithm;
2. approximate convex optimization based UAV flight trajectory algorithm;
3. dynamic programming based UAV caching placement algorithm.

The solution of the three sub-problems are denoted as $C_N$, $w$ and $C_V$, respectively.

#### A. Many-to-Many Swap Matching for UT caching placement

With fixed UAV trajectory $w$ and UAV caching placement strategy $C_V$, the optimization problem (11) is rewritten as follows

$$
\max_{C_N} \sum_{n=1}^{N} \sum_{f=1}^{F} C_n^i U_n^i + \sum_{f=1}^{F} \sum_{l=1}^{L} C_V^j U_V^j
$$

(12)
Based on the system model, the copy of a BL file can be cached in several UTs and a UT can cache several copy of BL files with limited cache space. However, the copy of BL file can only be cached once in one UT. To solve this problem, we introduce the many-to-many swap matching to obtain the UT caching placement strategy. The definition of many-to-many matching is defined as follows.

**Definition 1.** A many-to-many matching $\Psi$ is a function from the set $\mathcal{N} \cup \mathcal{F}$ into the all subsets of $\mathcal{N} \cup \mathcal{F}$, such that

- $\Psi(f) \subseteq \mathcal{N}$, $|\Psi(f)| \leq N$, $\forall f \in \mathcal{F}$
- $\Psi(n) \subseteq \mathcal{F}$, $|\Psi(n)| \leq S_U$, $\forall n \in \mathcal{N}$
- $\Psi(n) = f \iff \Psi(f) = n$, $\forall n \in \mathcal{N}$, $\forall f \in \mathcal{F}$

When the BL file of video $f$ is cached in UT $n$, the matching pair is denoted as $(n, f)$.

**Remark 1.** The proposed many-to-many matching has externalities, where the cache utility from the matching pair $(n, f)$ does not only depend on the BL file of video $f$ cached by UT $n$, but also on the other UTs caching the same BL file. Therefore, the proposed many-to-many matching is a matching with externality.

A swap matching is defined as follows

$$\Psi_{nf}^{n'f'} = \{\Psi \setminus \{(n, f), (n', f')\}\} \cup$$

$$(n, \{\Psi(n) \setminus \{f\}\} \cup \{f'\}), (n', \{\Psi(n') \setminus \{f'\}\} \cup \{f\})),$$  \hspace{1cm} (13)

where $f \in \Psi(n), f' \in \Psi(n'), f \notin \Psi(n'), f' \notin \Psi(n)$. A swap operation enables UT $n$ and $n'$ to switch one of their matching BL files while keeping other UTs and BL files’ matching pairs unchanged. Define $E_f(\Psi)$ as the utility of agent $f$ under matching $\Psi$. Based on the definition of swap operation, the definition of a two-sided exchange-stable matching is introduced as follows.

**Definition 2.** A matching is two-sided exchange-stable if and only if there does not exist a pair of agents $(f, f')$, such that:

- $E(\Psi_{n'f'}^{n'f}) < E(\Psi_{n'f}^{n'f'})$
The characteristics of the blocking pair ensure that if a swap matching is approved, the total achievable cache utility of all agents in the matching will increase and the cache utility of two involved BL files will not decrease. The swap operations are expected to take place between the blocking pair. If two UTs want to swap their BL files, the two BL files involved must approve the cache utility. The definition indicates that a swap matching is two-sided exchange-stable when there does not exist any blocking pair under the matching state. To avoid the meaningless cycle of swap matching, we ensure the number of swap between UTs and BL files is less than 2.

As discussed above, the UT caching placement problem is a many-to-many matching problem with externality. To model the externality, the preference list of UT \( n \) is formulated as the cache utility of the BL file of video \( f \) cached in UT \( n \), which is denoted as follows

\[
\varsigma_n^f = U_{n^1 f}^1 = o\psi U \sum_{n' \in \Phi_n} q_{n' f}^1 a_{n n'} r_{n n'} - o\xi U, \quad \Psi(n) = f. \tag{14}
\]

According to (10), the cache utility of layer files cached in the UAV will be affected by UT caching placement strategy. Therefore, the preference list of the BL file of video \( f \) is formulated as the cache utility of the BL file of video \( f \) cached in UT \( n \) and the UAV, which is denoted as follows

\[
\varsigma_f^n = U_{n^1 f}^1 + \sum_{f=1}^{F} \sum_{l=1}^{L} C_{V f}^l U_{V f}^l
\]

\[
= o\psi U \sum_{n' \in \Phi_n} q_{n'^1 f}^1 a_{n n'} r_{n n'} - o\xi U + \sum_{f=1}^{F} \sum_{l=1}^{L} C_{V f}^l U_{V f}^l, \quad \Psi(f) = n. \tag{15}
\]

The Gale-Shapley (GS) algorithm proposed in [38] is used to construct the initial matching state between UTs and BL file of video \( f \in \mathcal{F} \). In the GS based initialization procedure, it is assumed that \( C_{n^1 f}^1 = 1, C_{n'^1 f}^1 = 0, n, n' \in \mathcal{N}, n \neq n' \) when we calculate the preference list \( \varsigma_n^f \) and \( \varsigma_f^n \) according to (14) and (15). Based on the established preference list, each BL file of video file proposes to the favorite UT. At the UT acceptance phase, each UT accepts the BL file with prior preference and rejects others. The initial matching terminates when the cache space of all UTs have been filled with BL files or the UT has rejected left BL files whose cache space is not filled. Based on the initial matching state, the swap operation procedure is employed to...
further enhance the cache utility. The process of many-to-many swap matching based UT caching placement algorithm is summarized in Algorithm 1.

**Algorithm 1 Many-to-many swap matching based UT caching placement algorithm**

1: Construct the initial matching state $S_I$ based on the GS algorithm. The matching state is denoted as $S$. Let $S = S_I$
2: repeat
3: For any BL file of video $f \in F$, it searches for another BL file of video $f' \in S \setminus S(\Psi(f))$
4: if $(f, f')$ is a blocking pair then
5: Swap $(f, f')$, $\Psi = \Psi_{nf}^{nf'}$
6: Update UT caching placement strategy $C_N$
7: else
8: Keep the current matching state
9: end if
10: until No blocking pair in the matching state
11: Output: matching state $\Psi$ and the UT caching placement strategy $C_N$

After performing Algorithm 1, any BL file cannot find another BL file to form a swap-blocking pair under the current matching $\Psi$. Hence, a two-sided exchange-stable matching is formed between UTs and BL file of video files. The stability and convergence of Algorithm 1 are proved in Remark 2.

**Remark 2.** The caching placement matching problem considered in this paper is consistent with many to many matching with externalities in [39], which has been proved for stability in [39]. Therefore, there is a stable match between UTs and BL files by Algorithm 1. Since the numbers of UTs and BL files are finite and the preference list is strict, the number of proposals from BL files is finite. Meanwhile, the cache utility function increases monotonically by the swap operation in Algorithm 1 and the cache utility is bounded due to the limited spectrum resources and cache space. Therefore, Algorithm 1 obtains a local solution after finite swap operations and converges to a two-sided exchange-stable status.

The complexity of Algorithm 1 is analyzed as following. The GS algorithm requires each BL file proposes to one UT based on its preference list, and each UT accepts its favorite BL file according to its preference list. The number of cached files in UT $n$ is $I_U = S_U / o$. The computational complexity of the initialization GS algorithm is $O(I_U NF)$. In the swap matching process, the number of potential swap process is upper bounded by $C_N^2 F$. For a given number
of total iteration $I_L$, the complexity is $O(LC^2_N F)$. Hence, the complexity of Algorithm 1 is $O(I_U NF + I_L C^2_N F)$.

B. Approximate Convex Optimization for UAV Trajectory

With fixed UT caching placement and the UAV caching placement strategy, we confirm that some UTs obtain the requested BL file from nearby UTs with good communication conditions. However, due to the limited cache space of UTs and only the BL files cached in UTs, some UTs need to obtain the BL and EL files of the requested video files from the UAV and these UTs are denoted as $K = \{1, 2, ..., K\}$. According to (7), $g_{nf}^l$ is a constant. At this time, the cache utility of files cached in the UAV increases linearly with the transmission rate between the UAV and UTs, in which case, the optimization problem (11) is equivalent to maximize the sum of throughput of UTs who communicate with the UAV. The equivalent problem is

$$\max_w \sum_{k=1}^{K} Q_k \sum_{t=1}^{T} r_k [t]$$

s.t.  \hspace{1cm} r_k [t] \geq R_{\min}, \forall t, k \in K

(16a),

where $Q_k$ denotes the size of the requested files of UT $k$ from the UAV. $Q_k$ is calculated as

$$Q_k = o \sum_{f=1}^{F} \sum_{l=1}^{L} g_{kf}^l C_{vf}^l.$$  \hspace{1cm} (17)

$Q_k$ is not affected by UAV trajectory, and would be a constant when UT caching placement and UAV caching placement are both fixed.

Note that problem (16) is not a convex optimization problem since the left-hand-sides (LHSs) of constraints (11f) and (16a) are not concave with respect to $w [t]$. However, we notice that the LHSs of constraints (11f) and (16a) are convex with respect to $\|w [t] - q(n)\|^2$. For a convex function, its first-order Taylor expansion is the global under-estimator at any point [40]. This motivates us to use the convex optimization to solve the non-convex optimization problem. The LHSs of constraints (11f) and (16a) will be replaced by more tractable functions derived from the first-order Taylor expansion at a given local point. Specifically, with the given local point
w_j[t], the following inequality is obtained,

\[ r_k[t] = B_k \log_2 \left( 1 + \frac{\gamma_0}{H^2 + \|w[t] - q(n)\|^2} \right) \geq B_k \alpha_{kj}^l[t] = r_{kj}^l[t], \]

(18)

\[ \alpha_{kj}^l[t] = \log_2 \left( 1 + \frac{\gamma_0}{H^2 + \|w[t] - q(n)\|^2} \right) \]

(19)

With any given local point w_j[t] and lower bounds r_{kj}^l[t] in (18), problem (16) is approximated as the following problem

\[
\max_w \sum_{k=1}^{K} \sum_{t=1}^{T} Q_k r_{kj}^{l[t]} \\
\text{s.t. } r_{kj}^{l[t]} \geq R_{\min}, \forall t, k \in K \]

(20)

(11f), (11g).

Now the constraints (11f) and (21) are both convex quadratic constrains, and (11g) is a linear constraint. Therefore, problem (20) is a convex quadratically constrained quadratic program problem and can be solved by standard convex optimization solvers such as CVX [41]. Since the lower bounds adopted from (16), the optimal objective value obtained by solving (20) serves a lower bound of problem (16). The computational complexity of solving problem (16) is based on the complexity analysis of the interior point method for solving convex conic optimization problem. Specifically, problem (16) involves KT second-order cone constrains of size 2, (T - 1) second-order cone constrains of size 4, and one linear equality constrain of size 4. The total number of the optimization variables is 2T. According to [42], the complexity of solving problem (16) is \( \sqrt{2 (KT + T + 3)} (2T)(2 \times 4^2 + (T - 1) \times 4^2 + KT \times 2^2) \), i.e., \( O \left( K^{\frac{3}{2}} T^{\frac{3}{2}} \right) \).
C. Dynamic Programming for UAV Caching Placement

In the case of fixed UT caching placement strategy $C_N$ and UAV trajectory $w$, the optimization problem \( (11) \) is denoted as

\[
\max_{C_V} \sum_{f=1}^{F} \sum_{l=1}^{L} C_{Vf} U_{Vf}^l 
\]

\( \text{s.t. (11b), (11c).} \)

We optimize the UAV caching placement strategy to transfer video layer files for UTs who request layer files from the UAV, so as to maximize cache utility with limited UAV cache space. If an UT requests the \( l \)-th quality level of the video, only when the UT obtains \( \{1, 2, ..., l - 1\} \) layer files successfully, the \( l \)-th layer file cached in UAV can yield cache utility. There are \( F \) video files in the file library, in which each video file has one BL file and \( (L - 1) \) EL files. Number of non empty subsets of \( \{1, 2, ..., L\} \) is \( 2^L - 1 \). However, some layer file combinations are impossible to generate complete cache utility because of lack of lower level layer files, such as \( \{1, 2, 4, ..., L - 1\} \). Thus, we only take some layer file combinations into consideration which can yield complete cache utility, such as \( \{1\}, \{1, 2\}, \{2\}, \{1, 2, 3\}, \{2, 3\}, ..., \{1, 2, 3, ..., L - 1\} \) and so on. The number of total combinations of each video file is \( 2L - 1 \). The number of layer files in each combination is different, resulting in different cache utility. And at most one combination of video file \( f \) will be cached. This sub-problem can be regarded as a grouped knapsack problem. In order to solve this sub-problem more conveniently, the layer file combination is generalized to the concept of “object”. There are \( F \) groups layer files in the sub-problem, and each group has \( 2L - 1 \) objects. Corresponding relationship between layer file combination and object index is shown in TABLE II.

TABLE II: Corresponding relationship between layer file combination and object index

<table>
<thead>
<tr>
<th>{1}</th>
<th>{1,2}</th>
<th>{1,2,3}</th>
<th>...</th>
<th>{1,2,3,...,L}</th>
<th>{2}</th>
<th>{2,3}</th>
<th>...</th>
<th>{2,3,...,L}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>...</td>
<td>( L )</td>
<td>( L + 1 )</td>
<td>( L + 2 )</td>
<td>...</td>
<td>( 2L - 1 )</td>
</tr>
</tbody>
</table>

The weight of object \( i \) is denoted as \( s_{fi} \), which is the sum of the size of the layer files contained in the layer file combination \( i \). The value of object \( i \) is denoted as \( v_{fi} \), which is the cache utility that is obtained by caching the layer file combination \( i \). \( v_{fi} \) can be calculated
**Algorithm 2** Dynamic programming based UAV caching placement algorithm

1: **Initialize:** The size $s_{fi}$ and the cache utility $v_{fi}$ of all $F(2L-1)$ layer file combinations. The initial value $V(0,0)=0$. The best choice $num(f,h)=0$. The left backpack capacity is $h=S_V$.

**STEP I:** Obtain the optimal value $V(F,S_V)$

2: for $f=1$ to $F$ do
3: for $h=S_V$ to 0 do
4: for $i=1$ to $2L-1$ do
5: Obtain $V(f,h)$ by (23)
6: if $V(f,h)$ changes then
7: $num(f,h)=i$
8: end if
9: end for
10: end for
11: end for

**STEP II:** Obtain the UAV caching placement

12: **Initialize:** The left backpack capacity is $h=S_V$ and $f=F$
13: while $f>0$, $h>0$ do
14: if $num(f,h)>0$ then
15: C=1
16: $h ← h - s_{fi}$
17: end if
18: $f ← f - 1$
19: end while

by (10) and (7). The optimal UAV caching placement is obtained by dynamic programming. Firstly, whether the group $f$ can be cached in the UAV is decided. If the group $f$ is cached in the UAV, whether the $i$-th layer file combination is cached in the UAV is decided. Then all the $F$ groups and $F(2L-1)$ objects will be traversed. The maximum cache utility obtained by caching some groups of $\{1,2,...,f\}$ with cache space $h$ is denoted as $V(f,h)$. $V(f,h)$ is updated as follows

$$V(f,h) = \max \{V(f,h), V(f,h - s_{fi}) + v_{fi}\}. \quad (23)$$

$V(F,S_V)$ is the optimal value of the grouped knapsack problem. The dynamic programming for UAV caching placement is summarized in Algorithm 2. The complexity of Algorithm 2 is $O(F(I_V(2L-1)+1))$, where $I_V = S_V/o$. 

---
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D. Suboptimal Solution for Optimization Problem

Since we solve the optimization problem by decomposing the problem into three sub-problems, we can obtain the sub-optimal solution by alternate iteration based on the algorithms proposed above. The proposed joint UT caching placement, UAV trajectory and UAV caching placement algorithm is described in Algorithm 3.

**Algorithm 3 Joint UT caching placement, UAV trajectory, and UAV caching placement algorithm**

1: Initialize: UT caching placement $C_N$, UAV flight trajectory $w$, and UAV caching placement $C_V$, iteration index $\omega = 1$
2: repeat
3: update $C_N$ by Algorithm 1
4: update $w$ by approximate convex
5: update $C_V$ by Algorithm 2
6: $\omega \leftarrow \omega + 1$
7: until Cache utility no longer grows
8: End

In practical scenarios, Algorithm 3 is deployed in the macro BS, which can be seen as a centralized control unit of the networks. The control overhead of Algorithm 3 includes information collection and information distribution. The collected information contains the video files requesting of UTs, and the cache space of UTs and UAV. The distributed information includes the UT caching placement decision, UAV trajectory design, and UAV caching placement decision. The macro BS can obtain the information of video files requesting of UTs by two ways considering the practical application in the future networks. Such information can be obtained from the application layers if the macro BS is equipped mobile edge computing server. An alternative method is, the macro BS can know such information if the network is driven by the content-centric protocol, which is designed for content delivery for cache enable networks [43].

Assuming that Algorithm 3 will reach convergence within $I_{L}^I$ iterations. Based on the analysis on the proposed algorithms of three sub-problems, the complexity of Algorithm 3 is denoted as

$$O\left( I_{L}^I \left( I_U^I N F + I_L^I C_N^2 N F + \sqrt{2 \left( NT + T + 3 \right)} \left( 2T \right) \left( 4NT + 16T + 112 \right) + I_V \left( 2L - 1 \right) + 1 \right) \right).$$

IV. Numerical Results

In this section, the system performance of the proposed algorithm is verified by compared with benchmark algorithms. A 200m x 200m area is considered. The starting position of UAV
trajectory is $\mathbf{w}[1] = (0, 0)$. The parameter setting of D2D communication channel is based on 3GPP [44]. The detailed simulation parameters are given in Table III.

TABLE III: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality level $L$</td>
<td>5</td>
</tr>
<tr>
<td>Size of each layer file</td>
<td>2 Mbit</td>
</tr>
<tr>
<td>Cache space of each UT</td>
<td>20 Mbit</td>
</tr>
<tr>
<td>UAV flight height</td>
<td>120 m</td>
</tr>
<tr>
<td>Bandwidth of UAV communication $B_V$</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Bandwidth of D2D communication $B_D$</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Maximum flight speed $V_{max}$</td>
<td>30 m/s</td>
</tr>
<tr>
<td>Length of time slot $\tau$</td>
<td>0.2 s</td>
</tr>
<tr>
<td>Transmit power of UAV</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Transmit power of UT</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Reference channel power $\beta_0$</td>
<td>$-60$ dB</td>
</tr>
<tr>
<td>Unit content sharing profit of UT, UAV</td>
<td>$10^{-6}$, $10^{-6}$</td>
</tr>
<tr>
<td>Unit content caching cost of UT, UAV</td>
<td>2, 1</td>
</tr>
<tr>
<td>Variance of the Gaussian noise</td>
<td>$-174$ dBm/Hz</td>
</tr>
</tbody>
</table>

The proposed algorithm is compared with two benchmark algorithms,

- Classic algorithm: the UT caching placement and UAV caching placement are both decided by max-popular caching placement, the UAV trajectory is a fixed with cycle radius $100$ m and flight speed $25$ m/s.
- Random algorithm: the UT caching placement and UAV caching placement are both subject to the random distribution, and the flight direction and distance of UAV in each time slot are random.

The effectiveness of the proposed algorithm is demonstrated on cache utility and backhaul traffic offloading ratio. The backhaul traffic offloading ratio is defined as the proportion of the number of layer files obtained by UTs in all requested layer files, which is denoted as

$$
\Delta = \frac{\sum_{n=1}^{N} \sum_{f=1}^{F} \left( \sum_{l=1}^{L} C_{vf} q_{n,f} + E_{n,f}^{l} \right)}{\sum_{n=1}^{N} \sum_{f=1}^{F} \sum_{l=1}^{L} q_{n,f}^{l}},
$$

(24)
where $E_{n_f}^1$ represents whether UT can obtain the BL file,

\[
E_{n_f}^1 = \begin{cases} 
0, & C_{n_f}^1 = 1, C_{n_f}^{1'} = 1, n' \in \Phi_n \\
1, & \text{else.} 
\end{cases}
\]  

(25)

First, the convergence of the proposed algorithm is shown in Fig. 3. We set UT number $N = 20$, UAV cache space $S_V = 100$ Mbit and Zipf parameter $\gamma = 1$. The proposed algorithm can reach the convergence within 150 iterations as shown in Fig. 3. We also compare the proposed algorithm with the classic algorithm and show the improvement of algorithms of three sub-problems, namely many-to-many swap matching algorithm, approximate convex optimization algorithm (ACOA) and dynamic programming (DP). From Fig. 3, all the three sub-problems can improve the cache utility of the system. The improvement brought by many-to-many swap matching algorithm is larger than ACOA and DP, which reveals the importance of UT caching and D2D communication. Meanwhile, the convergence of the proposed algorithm demonstrated in Fig. 3 is consistent with Remark 2.

Furthermore, Fig. 3 also shows the advantage of the cooperative caching architecture of UTs
and UAV compared with non-cooperative caching architecture, that is, cache-enabling UAV-assisted cellular networks. In non-cooperative caching architecture, it is assumed that UTs do not carry any storage units and cannot share contents by D2D communications. The UAV caches files and provide services for UTs. The UAV flight trajectory and UAV caching placement are obtained by approximate convex optimization and dynamic programming proposed by this article, respectively. The simulation provides equivalent cache storage capacity and transmission bandwidth for non-cooperative caching architecture to ensure fair comparison. It is set UAV cache space $S_V = 500$ Mbit and downlink bandwidth between the UAV and UTs $B_V = 20$ MHz. However, Fig. 3 shows that cooperative caching framework obtain higher cache utility, since cooperative caching framework of UTs and the UAV can make full use of the advantages of UT caching.

![Fig. 4: Cache utility with varying UT number.](image)

Then the effectiveness of the proposed algorithm is demonstrated with varying UT number. It is set that the UT number $N$ is ranging from 10 to 30, $S_V = 100$ Mbit and zipf parameter $\gamma = \{0.6, 1.2\}$. Fig. 4 and Fig. 5 compare the cache utility and backhaul offloading ratio, respectively. With the proposed algorithm, the cache utility increases while the growth rate
gradually decreases with the increasing of the UT numbers. However, the cache utility of the classic algorithm decreases with the increasing of the UT numbers. This shows that UTs cache the same popular files with limited cache space and spectrum resources, which will lead to the gain of sharing content cannot catch up with the growth rate of caching cost. This simulation results also reflects the effectiveness and necessity of the importance of caching placement strategy. With the random algorithm, the UT number has little effect on the system performance. As can be seen from Fig. 5, with the increasing of the UT number, the backhaul traffic offloading ratio gradually decreases in our proposed algorithm and the classic algorithm. The backhaul traffic offloading ratio of the proposed algorithm decreases more slowly than that of the classic algorithm, which also reflects the effectiveness of the caching placement strategy in the proposed algorithm. Besides, the simulation results show that, compared with the cases of $\gamma = 0.6$, all the three algorithms with $\gamma = 1.2$ achieve better system performance. This is because UTs have more requests concentrating on the most popular contents with $\gamma = 1.2$ than $\gamma = 0.6$, since the popularity distribution is more skewed with larger $\gamma$. It means that, in all the three algorithms with $\gamma = 1.2$, the cached files are required by more UTs.
Fig. 6: Cache utility with varying UAV cache space.

Fig. 7: Backhaul traffic offloading ratio with varying UAV cache space.
Next, the effectiveness of the proposed algorithm with varying UAV cache space is shown. In the simulation, the UAV cache space $S_V$ is ranging from 100 to 180 Mbit, $N = 20$ and $\gamma = \{0.6, 1.2\}$. Fig. 6 and Fig. 7 show that the cache utility and backhaul traffic offloading ratio of the proposed algorithm are improved compared with two benchmark algorithms. The cache utility and backhaul traffic offloading ratio increase as $S_V$ increases. However, the growth speed of the system performance tends slow with $S_V$ increasing. The reason is that the UAV can cache more layered files but the cache utility of new cached layered files decreases with $S_V$ increasing. In the random algorithm, varying UAV cache space has few impact on system performance. The system performance in the cases of $\gamma = 1.2$ is much better than that of $\gamma = 0.6$. Meanwhile, the growth speed of the performance gain of the proposed algorithm with increasing $S_V$ when $\gamma = 1.2$ is larger compared with $\gamma = 0.6$. The system performance of the proposed algorithm with $\gamma = 1.2$ and $\gamma = 0.6$ is larger than that of classic algorithm, which shows the effectiveness of caching placement optimization.

![Fig. 8: Cache utility with varying UAV height.](image)

Finally, the effectiveness of the proposed algorithm with varying UAV height is given. In the simulation, the UAV height is ranging from 60 m to 120 m, $N = 20$ and $S_V = 140$ Mbit. Fig. 8 shows that the cache utility grows slowly with the altitude of UAV increasing. Furthermore, the
UAV height has little effect on backhaul traffic offloading ratio as shown in Fig. 9. When the UAV flight altitude is high, the air-to-ground communication channel is mainly controlled by the LoS link [45]. For example, when the flight altitude is 120m, the probability that the transmission link is the LoS link in the urban environment is more than 95% [45]. So when the altitude of the UAV is increasing, the LoS link makes the transmission rate between the UAV and UTs increase as well, but the logarithmic function of the transmission rate with the distance between the UAV and UTs makes the UAV flight altitude have little impact on system performance. We should note that, the system performance cannot be improved continuously with the increasing of UAV flight altitude. We obtain the conclusion from Fig. 8 and Fig. 9 since the UAV height is ranging from 60 m to 120 m in the simulation, which has more LoS link probability but smaller path loss fading.

V. CONCLUSION

In this paper, we have proposed a collaborative SVC video caching architecture in cache-enabling UAV-D2D cellular networks and investigated the joint optimization of UT caching placement, UAV trajectory, and UAV caching placement. We have formulated an optimization
problem and proposed a low complexity suboptimal algorithm. The simulation results have verified that the proposed cooperative caching architecture of UAV and UTs can greatly improve the system performance, which also confirm the advantage of UT caching and D2D communications. The effectiveness of the proposed algorithm in terms of cache utility and backhaul offloading ratio has been demonstrated. This paper provides a reference architecture of edge caching and D2D communications with UAV-assisted cellular networks, which would be deployed for massive popular content delivery in the temporary hotspot coverage, emergency communication and rescue scenario. When designing UAV-assisted cellular networks, the joint UAV trajectory and content caching design are vital for the system performance, which has been studied and verified in this paper. In the future work, we would pay more attention to multiple UAVs networking, 3D trajectory optimization of UAV, and caching and computing combination, which are promising research direction to improve the system performance of UAV-assisted cellular networks.
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