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Abstract—Ultrawideband (UWB) technology is characterized
by transmitting extremely short duration radio impulses. To im-
prove its multiple-access capability, the UWB technology can be
combined with traditional spread-spectrum techniques. This pa-
per demonstrates the influence of spatial and temporal diversities
on the performance of direct-sequence (DS) UWB multiple-access
systems in dense multipath environments. Numerical results show
that the bit error rate performance of the DS-UWB system can
be improved significantly by increasing the number of antenna
array elements and/or by adding more multipaths coherently at
the receiver. Furthermore, this paper studies the impact of array
geometry on system performance and shows that a rectangular
array can capture more energy and thus can offer better perfor-
mance than a uniform linear array.

Index Terms—Antenna array, direct sequence (DS), multiple
access, ultrawideband (UWB).

I. INTRODUCTION

U LTRAWIDEBAND (UWB) technology has attracted con-
siderable interest from research and standardization com-

munities due to its promising ability to provide high data rate
at low cost with relatively low power consumption. UWB radio
signals employ the transmission of very short impulses whose
spectrum extends across a wide range of frequencies [1]. To
improve the multiple-access capability, the UWB impulse radio
technology can be combined with traditional spread-spectrum
(SS) techniques. Most of the research on multiple-access UWB
has focused on time hopping (TH) SS using pulse-position-
modulated (PPM) signals [2]. The direct-sequence (DS) SS
technique is a well-known and powerful multiple-access tech-
nology. Antipodal signaling, such as binary phase shift keying
(BPSK), can be employed with DS-UWB and is supported by
the current technology [3]–[6]. In DS-UWB, multiple pulses
are transmitted during one data symbol duration using bipolar
modulation based upon a certain spreading sequence. This
method has many attractive properties, including low peak-to-
average power ratio and robustness to multiuser interference.

One of the potential benefits of UWB radio is its multi-
path resolution. The multipath components that might not be
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resolved as distinct arrivals in narrowband systems can be
separately identified in UWB systems. Consequently, the Rake
receiver can be used advantageously to reap the benefits of mul-
tipath diversity in UWB systems. The analysis on Rake-type
receivers for the UWB system in dense multipath environments
is discussed in [7]–[9].

Much attention has been paid on the design and implemen-
tation of antenna arrays for future wireless communication
systems [10], [11]. The motivation is that the antenna array is a
promising approach that can significantly improve the capacity,
coverage, and quality in wireless networks by exploiting the
spatial dimension. However, application of space–time array
processing in UWB systems is still new, and not much research
works have been done in this area. Applications of antenna
diversity in impulse radio to improve the bit error rate (BER)
performance are reported in [12] and [13]. It is shown in these
papers that the antenna array can be used to exploit the spatial
diversity in conjunction with the path diversity provided by the
Rake receiver to capture the energy from different multipath
components that are separated in space and time in a way to
improve the performance of the impulse radio system. The
principles of space–time array processing for impulse radio are
discussed in [14], where the advantages of antenna arrays in a
UWB system are described.

In this paper, the BER performance of the binary modulated
DS-UWB system with antenna array in the presence of mul-
tipaths and multiple-access interference (MAI) is presented.
Specially, uniform rectangular and linear arrays with Selective
Rake (SRake) are employed at the receiver to obtain the spatial
and temporal diversities. Particular attention is given to the
effects of the number of employed antenna elements and the
number of selected multipaths on BER performance.

This paper is organized as follows: The system model is
introduced in Section II. Section III describes the channel
model. DS-UWB receiver processing and BER analysis are
presented in Sections IV and V, respectively. The numerical
results are given in Section VI. Finally, conclusions are drawn
in Section VII.

II. SYSTEM MODEL

A. DS-UWB Signal Model

We consider a DS-UWB system with Nu asynchronous
users. Each user has a user-specific pseudonoise (PN) sequence

0018-9545/$20.00 © 2006 IEEE



1270 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 55, NO. 4, JULY 2006

with Ns chips per data symbol period Tb such that Tb = NsTc,
where Ns is the processing gain, and Tc is the chip duration. A
typical DS-UWB signal of the uth user can be expressed as

s(u)(t) =
∞∑

i=−∞
qi(t) (1)

where qi(t) represents the signal for the ith data symbol and is
given by

qi(t) =
(i+1)Ns−1∑
j=iNs

b
(u)
i a

(u)
j w(t − iTb − jTc) (2)

where w(t) represents the received monocycle waveform at
the output of the receiver, and {b

(u)
i } and {a

(u)
j } denote the

data symbols and the spreading chips for the1 uth user, respec-
tively. The monocycle waveform w(t) is modeled as a second-
derivative Gaussian pulse and is given by

w(t) =
√

8
3× τm × Ns

×
([

1− 4π

(
t − td

τm

)2
]
exp

[
−2π

(
t − td

τm

)2
])

(3)

where td corresponds to the location of the pulse center in time,
and τm is the parameter that determines the temporal width of
the pulse. The square root term in (3) is the normalization factor
that ensures that the total energy in one symbol (Ns pulses) is
equal to 1. In this paper, the chip duration Tc is equal to the
duration of a monocycle waveform.

B. Antenna Array Geometry and Its Parameters

In this paper, we consider uniform rectangular (Rx =
M × N) and linear (Rx = M × 1) arrays. The delay and sum
beamformer is used to process the received signals at the array
elements. The beamformer output for an array steered toward an
azimuth angle of φ and an elevation angle of θ on the incidence
of a plane wave from an azimuth angle of φ0 and an elevation
angle of θ0 is given by [15]

B(φ, θ, t)=
M−1∑
m=0

N−1∑
n=0

am,n(φ, θ)× w(t − τm,n) (4)

τm,n=
[
(Mcm)

dx
c

(κ − κ0)
]
+
[
(n − Nc)

dy
c

(υ − υ0)
]
(5)

where κ = sinφ sin θ, κ0 = sinφ0 sin θ0, υ = cos φ sin θ,
υ0 = cos φ0 sin θ0, and c is the speed of light. The spacings
between antenna elements in x and y directions are denoted
by dx and dy , respectively. The antenna elements are equally
spaced. The coordinate of the reference element is (Mc, Nc).
The pattern of the (m, n)th antenna element is denoted by

1Superscript u refers to the uth user.

am,n(φ, θ). The time delay of the received signal at the (m, n)th
element is given by τm,n, which is measured with respect to the
reference element. Each element is assumed to have an isotropic
pattern, and thus, am,n(φ, θ) = 1/(4π).

III. CHANNEL MODEL

The channel model used in this paper is similar to the
one described in [16] and [17], which is based on the
Saleh–Valenzuela (S–V) model [18] with slight modifications.
The amplitude statistics in the original S–V model were found
to best fit the Rayleigh distribution. However, the measurements
in UWB channels indicate that the amplitudes do not follow
a Rayleigh distribution. A lognormal distribution is recom-
mended in [16] and [17], rather than a Rayleigh distribution,
for the multipath gain magnitude.

The S–V channel model is characterized by the clustering
phenomenon of rays. The magnitudes of the clusters and rays
attenuate exponentially with time, which are characterized by
the cluster decay factor (Γ) and the ray decay factor (γ),
respectively. Typically, Γ > γ, hence the rays within different
clusters do not overlap. We consider a constant cluster arrival
rate (Λ) and ray arrival rate (λ), where λ > Λ with determinis-
tic cluster and ray arrival time. Each ray within each cluster has
an associated time delay, an azimuth angle φ, and an elevation
angle θ. As in [16] and [17], independent fading is assumed for
each cluster and for each ray within the cluster. In addition, we
also assume independent fading for each antenna element.

We denote the arrival time of the qth cluster by τq, where
q = 0, 1, 2, . . . , Q − 1, and the arrival time of the kth ray mea-
sured from the beginning of the qth cluster by τk,q, where k =
0, 1, 2, . . . , K − 1. The total number of multipaths is Ltotal =
Q × K. The channel impulse response can be written as

h(t) =
M−1∑
m=0

N−1∑
n=0

Q−1∑
q=0

K−1∑
k=0

αk,q,m,nδ(t − τm,n − τq − τq,k)

=
M−1∑
m=0

N−1∑
n=0

Q−1∑
q=0

K−1∑
k=0

αk,q,m,nδ (t − τk,q,m,n)

=
M−1∑
m=0

N−1∑
n=0

Ltotal−1∑
l=0

αl,m,nδ (t − τl,m,n) (6)

where αk,q,m,n ∈ �, τk,q,m,n = τm,n + τq + τk,q, and δ(t) is
the Dirac delta function. The random variable αk,q,m,n repre-
sents the gain coefficient of the kth ray within the qth cluster
at the (m, n)th antenna element. The parameter τk,q,m,n is the
time delay of the kth ray of the qth cluster associated with the
(m, n)th antenna element with respect to the first ray of the first
cluster at the reference antenna element.

The magnitudes of the channel gain follow a lognormal
distribution [16], where

αk,q,m,n = ςk,q,m,nξq,m,nβk,q,m,n (7)

20 log10(ξq,m,nβk,q,m,n) ∝Normal
(
µk,q,m,n, σ2

1 + σ2
2

)
. (8)
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Fig. 1. Receiver structure with (M × N) antenna array.

In (7), ξq,m,n corresponds to the fading associated with the
qth cluster of the (m, n)th antenna element, βk,q,m,n reflects
the fading associated with the kth ray in the qth cluster of
the (m, n)th antenna element, and ςk,q,m,n can be +/− with
equal probability. The log value of each channel gain follows a
normal distribution with mean µk,q,m,n and variance σ2

1 + σ2
2 ,

where σ2
1 is the variance of the cluster lognormal fading term in

decibels and σ2
2 is the variance of the ray lognormal fading term

in decibels. The normalized mean square value of αk,q,m,n,
E[α2

k,q,m,n] is defined as

E
[
α2
k,q,m,n

]
= Ω0e−τq,m,n/Γe−τk,q,m,n/γ (9)

where Ω0 = (α2
0,0,Mc,Nc

)/(
∑Q−1
q=0

∑K−1
k=0 α2

k,q,Mc,Nc
) is the

average power gain of the first ray within the first cluster of
the reference antenna element (Mc, Nc), which is normalized
by the total power of the reference antenna element. Thus, the
power of each ray within each cluster at every antenna element
is normalized by the total power of the reference antenna
element. The term µk,q,m,n in (8) is thus given by

µk,q,m,n =
10 ln(Ω0)− 10τq,m,n − 10τk,q,m,n

ln(10)

−
(
σ2

1 + σ2
2

)
ln(10)

20
. (10)

In order to simplify the notations, we index the multipaths at the
(m, n)th element in ascending order such that the path index l
takes a value in {0, . . . , QK − 1} [see (6)], where l = qK + k.
In (6), αl,m,n is the channel gain of the lth path at the (m, n)th
antenna element, and τl,m,n is the corresponding time delay.

IV. DS-UWB RECEIVER PROCESSING

Fig. 1 shows the receiver structure. Each and every element
of the (M × N) antenna array is equipped with SRake with
Lf Rake fingers. Space–time correlators process the received

signals that are separated in space and time. We use the maximal
ratio combining (MRC) scheme to combine the signals from the
Rake fingers.

Without loss of generality, we assume that the receiver is
perfectly synchronized to the spreading sequence of the desired
user (user 1), the delays and channel coefficients of the selected
paths are known at the receiver, and the receiver selects Lu=1

f

dominant paths of user 1. The received signal can be written as

r(t) =
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

α1
lf ,m,n

s1
(

t − τ1
lf ,m,n

)

+ nsi(t) + nmai(t) + η′(t) (11)

where nsi(t) =
∑M−1
m=0

∑N−1
n=0

∑L1
total−1

l=L1
f

α1
l,m,ns1(t − τ1

l,m,n)
is the interference from the nonselected paths of user 1 [self-
interference (SI)], nmai(t)=

∑Nu

u=2

∑M−1
m=0

∑N−1
n=0

∑Lu
total−1

l=0 ×
αul,m,nsu(t − τul,m,n) is the interference from undesired users

(MAI), and η′(t) =
∑M−1
m=0

∑N−1
n=0 η′

m,n(t) is the noise term.
Here, η′

m,n(t) is the additive white Gaussian noise (AWGN)
noise at the (m, n)th element with double-sided power spectral
density of N0/2. In (11), αul,m,n is the channel gain of the lth
path at the (m, n)th antenna element for the uth user, and τul,m,n
is the time delay of the lth path at the (m, n)th element for the
user u. Without lost of generality, we assume τ1

0,Mc,Nc
= 0.

The received signal is correlated with the correspondent
template waveform at each finger of every antenna element,
followed by sampling and summation as shown in Fig. 1. At
each finger, one path is selected for the MRC, and the rest of
the unselected paths are treated as SI or noise.

The correlator output at the lf th finger of the (m, n)th
element during the ith symbol period Glf ,m,n(i) is given as
shown in (12) at the bottom of the next page.

In (12), slf ,m,n and Nlf ,m,n are the desired and undesired
signals at the output of the lf th rake finger of the (m, n)th
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antenna element, respectively. The terms Nslf ,m,n, Nmlf ,m,n,
and Nalf ,m,n, respectively, denote the undesired contributions
from SI, MAI, and AWGN noise to the selected lf th path at the
(m, n)th array element.

Now, the test statistic for the ith transmitted symbol can be
written as

G(i) =
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Glf ,m,n(i)

=
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

slf ,m,n

︸ ︷︷ ︸
ST

+
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Nlf ,m,n

︸ ︷︷ ︸
NT

(13)

where the total desired signal output is denoted as sT , which
is the sum of desired signal outputs (slf ,m,n) from all selected
fingers of all antenna elements. The total undesired noise at the
output is denoted as NT . The receiver makes a binary decision
based on the test statistic as

G(i) ≥ 0 ⇒ b1
i = 1

G(i) < 0 ⇒ b1
i = −1. (14)

V. BER ANALYSIS

In this section, we derive the BER for a DS-UWB system
with antenna array. In order to derive the BER, we define the

energy of the desired signal at the correlator output and derive
the means and variances of the noise and interference terms.

Let the energy of the received monopulse be Ew =∫∞
−∞ w2(t) dt. The normalized energy of one data symbol Ebit

can be calculated as

Ebit =
1

NsEw

∞∫
−∞

q2
i (t) dt

=
1

NsEw

∞∫
−∞


(i+1)Ns−1∑

j=iNs

b
(u)
i a

(u)
j w(t − iTb − jTc)


2

dt

=
1

NsEw
Ns

∞∫
−∞

w2(t) dt

=
1

NsEw
NsEw = 1. (15)

The correlation function of the monopulse is defined as

R(τ) =

∞∫
−∞

w(t)w(t − τ) dt. (16)

Without loss of generality, we only consider the 0th bit, i.e.,
i = 0 in the remaining analysis for convenience and simplicity
of notation. Using (1) and (2), the desired signal at the output

Glf ,m,n(i) =

(i+1)NsTc+τ
1
lf ,m,n∫

t=iNsTc+τlf ,m,n

[
α1
lf ,m,n

s1
(

t − τ1
lf ,m,n

)] (i+1)Ns−1∑
j=iNs

α1
lf ,m,n

a1
jw

(
t − jTc − τ1

lf ,m,n

)
dt

︸ ︷︷ ︸
slf ,m,n

+ Nslf ,m,n + Nmlf ,m,n + Nalf ,m,n︸ ︷︷ ︸
Nlf ,m,n

Nslf ,m,n =

(i+1)NsTc+τ
1
lf ,m,n∫

t=iNsTc+τ1
lf ,m,n


L1

total−1∑
l=0

l �=lf

α1
l,m,ns1

(
t − τ1

l,m,n

) (i+1)Ns−1∑
j=iNs

α1
lf ,m,n

a1
jw

(
t − jTc − τ1

lf ,m,n

)
dt

Nmlf ,m,n =

(i+1)NsTc+τ
1
lf ,m,n∫

t=iNsTc+τ1
lf ,m,n


Nu∑
u=2

Lu
total−1∑
l=0

αul,m,nsu
(
t − τul,m,n

) (i+1)Ns−1∑
j=iNs

α1
lf ,m,n

a1
jw

(
t − jTc − τ1

lf ,m,n

)
dt

Nalf ,m,n =

(i+1)NsTc+τ
1
lf ,m,n∫

t=iNsTc+τ1
lf ,m,n

(
η′
m,n(t)

) (i+1)Ns−1∑
j=iNs

α1
lf ,m,n

a1
jw

(
t − jTc − τ1

lf ,m,n

)
dt (12)
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of the lf th finger of the (m, n)th element slf ,m,n in (12) can be
written as

slf ,m,n=

Tb+τ
1
lf ,m,n∫

t=τ1
lf ,m,n


α1

lf ,m,n

Ns−1∑
j=0

b1
i=0a1

jw
(

t−jTc−τ1
lf ,m,n

)

×
Ns−1∑
j=0

α1
lf ,m,n

a1
jw

(
t − jTc − τ1

lf ,m,n

)
dt

=
(

α1
lf ,m,n

)2

b1
i=0Ns

Tb∫
t=0

w2(t)dt

=
(

α1
lf ,m,n

)2

b1
i=0Ebit. (17)

The total desired signal output sT in (13) is given by

sT =
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf =0

slf ,m,n

=


M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

(
α1
lf ,m,n

)2


 b1

i=0Ebit. (18)

The total signal energy in all selected paths from all antenna
elements is

Es = s2
T =


M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

(
α1
lf ,m,n

)2




2 (
b1
i=0

)2
E2

bit

=


M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

l=0

(
α1
lf ,m,n

)2




2

E2
bit as

(
b1
i=0

)2=1. (19)

Assuming that the channel coefficients remain constant dur-
ing one symbol duration, the AWGN noise term in (12) can be
written as

Nalf ,m,n =

Tb+τ
1
lf ,m,n∫

t=τ1
lf ,m,n

η′
m,n(t)

×
Ns−1∑
j=0

α1
lf ,m,n

a1
jw

(
t − jTc − τ1

lf ,m,n

)
dt. (20)

The overall AWGN noise at the receiver output can be
defined by

η =
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf =0

Nalf ,m,n

=
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf =0

[ Tb+τ
1
lf ,m,n∫

t=τ1
lf ,m,n

η′
m,n(t)

Ns−1∑
j=0

α1
lf ,m,n

a1
jw

×
(

t − jTc − τ1
lf ,m,n

)
dt

]
. (21)

The mean of this noise term µη is zero and is shown as

µη = E[η] =
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Tb+τ
1
lf ,m,n∫

t=τ1
lf ,m,n

E
[
η′
m,n(t)

]

×
Ns−1∑
j=0

α1
lf ,m,n

a1
jw

(
t − jTc − τ1

lf ,m,n

)
dt = 0. (22)

The variance σ2
η of η is derived in Appendix and is given by

σ2
η =

N0

2

M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

(
α1
lf ,m,n

)2

Ebit. (23)

During the 0th bit interval, the MAI contribution Nmlf ,m,n

in (12) can be written as

Nmlf ,m,n =
Nu∑
u=2

Lu
total−1∑
l=0

αul,m,nα1
lf ,m,n

×
Tb+τ

1
lf ,m,n∫

t=τ1
lf ,m,n

su
(
t−τul,m,n

)Ns−1∑
j=0

a1
jw
(
t−jTc−τ1

lf ,m,n

)
dt

︸ ︷︷ ︸
Iu,l

lf ,m,n

.

(24)

The term Iu,llf ,m,n in (24) denotes the integration of a function

of random variables. Finding a closed-form solution to Iu,llf ,m,n

is not feasible. However, we can describe Iu,llf ,m,n in terms of
a simplified function of known random variables as described
in Appendix. Now, the total MAI at the receiver output can be
written as

Imai =
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf =0

Nmlf ,m,n. (25)

Substituting (24) in (25), we obtain

Imai =
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf =0

Nu∑
u=2

Lu
total−1∑
l=0

αul,m,nα1
lf ,m,n

Iu,llf ,m,n.

(26)

We assume that Imai is a Gaussian random variable with zero
mean and σ2

mai variance. The variance σ2
mai can be written as

σ2
mai =

Ns

Tc

M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Nu∑
u=2

Lu
total−1∑
l=0

(
α1
lf ,m,n

αul,m,n

)2

×
∞∫

−∞
R2(x)dx. (27)
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The detailed derivation of σ2
mai is described in Appendix.

Similarly, we can show that SI has zero mean and its variance is

σ2
si=

Ns

Tc

M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

L1
total−1∑

l=0
l �=lf

(
α1
lf ,m,n

α1
l,m,n

)2
∞∫

−∞
R2(x)dx.

(28)

The noise term NT in (13) is the summation of the total SI
(Isi), MAI (Imai), and AWGN (η) at the receiver output that
can be rewritten as

NT =
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Nslf ,m,n

︸ ︷︷ ︸
Isi

+
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Nmlf ,m,n

︸ ︷︷ ︸
Imai

+
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Nalf ,m,n

︸ ︷︷ ︸
η

. (29)

When the number of users is large, we can use the central
limit theorem (CLT) to model the Imai by a Gaussian random
variable with zero mean and variance σ2

mai. In UWB, due to
its large bandwidth and hence a large number of resolvable
paths, the SI Isi can also be modeled by a Gaussian random
variable with zero mean and variance σ2

si using the CLT. As
the noise/interference terms Isi, Imai, and η are generated by
three independent sources, it is reasonable to assume that they
are mutually independent. Hence, NT is the sum of three
mutually independent Gaussian random variables, which in turn
is a Gaussian random variable with zero mean and variance
σ2

total = σ2
si + σ2

mai + σ2
η.

The probability of error conditioned on a particular instanta-
neous signal-to-interference-plus-noise ratio (SINR) per bit is
given by

PE/γb
= Q

(√
Es

σ2
total

)
= Q

(√
Es

σ2
si + σ2

mai + σ2
η

)
(30)

where Es/σ2
total is the instantaneous output SINR. For a DS-

UWB system under an AWGN channel with single antenna
element, (30) reduces to

PE = Q

(√
2Ebit

N0

)
. (31)

The average bit error probability in the presence of fading is
defined as

PE =

∞∫
0

PE/γb
P (γb)dγb (32)

where P (γb) is the probability density function of instan-
taneous SNR or SINR at the output of the correlator. The
instantaneous SNR/SINR depends on the channel condition.

TABLE I
PARAMETERS FOR THEORETICAL AND SIMULATION PLOTS

OF DS-UWB SYSTEMS

Fig. 2. BER versus Ebit/N0 with one receive antenna (Rx = 1 × 1).

We compute the expectation of the BER under fading using
Monte Carlo methods.

VI. NUMERICAL RESULTS

In this section, we present the BER performance and
multiple-access capability of the DS-UWB system with dif-
ferent numbers of antenna elements and selected multipaths.
Then, we compare the tradeoff between the number of Rake
fingers and the size of antenna array. Finally, we study the BER
performance of a DS-UWB system with two different array
geometries, namely 1) uniform linear array and 2) rectangu-
lar array, where each array has the same number of antenna
elements. A summary of system parameters is listed in Table I.
The average BER PE = E[PE/γb

] is evaluated using the Monte
Carlo method. Using this method, theoretical results are ob-
tained by averaging PE/γb

over 10000 channel state variables.
We use Matlab to obtain the theoretical and simulation results.

Fig. 2 shows both the theoretical and the simulation results
of a single receive antenna (Rx = 1× 1) system for different
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Fig. 3. BER versus Ebit/N0 for Rx = 1 × 1, 2 × 1, 3 × 1.

Fig. 4. BER versus Ebit/N0 for uniform linear array with Rx = 3 × 1.

numbers of selected paths (Lf = 1, 5, 10, 15) when Nu = 21.
The BER performance improves when more paths are selected
and added coherently at the receiver. This is due to an increase
in energy captured by the receiver when more paths are
selected.

Fig. 3 shows the effect of array size on the BER performance
of a DS-UWB system. With Nu = 21 and Lf = 5, the number
of antenna elements is varied from one to three (Rx = 1× 1,
2× 1 and 3× 1). From this figure, one can see that the per-
formance of a DS-UWB system can be improved by increasing
the number of array elements. This performance improvement
comes from the spatial diversity due to multiple antennas.

Fig. 4 shows the effect of the number of selected paths on the
BER performance of a DS-UWB system. With Nu = 21 and
Rx = 3× 1, the BER performance of a system with a uniform
linear array is evaluated for different numbers of selected paths
Lf = 1, 2, 3, and 4. The results show that the performance of a
DS-UWB system improves when the number of selected paths
is increased.

Fig. 5. Tradeoff between the number of Rake fingers and the array size.

Fig. 6. BER versus number of interfering users Ni.

The above results show that the performance of a DS-UWB
system can be improved by increasing the number of rake
fingers and/or the array size. In Fig. 5, we compare the tradeoff
between the number of Rake fingers and the antenna array size.
In this study, the total number of collected paths by the antenna
array is kept at a constant value (six in this simulation), and the
BER performance of the system is evaluated for different values
of array size. When the array size is changed, the number of
selected paths is also changed accordingly such that the total
number of collected paths is always equal to six. The results
show that a system with higher array size gives better perfor-
mance. This demonstrates that the performance improvement
from spatial diversity is considerably greater than that from the
path diversity.

In the next study, we analyze the multiple-access capacity
of a DS-UWB system for different antenna array sizes at high
Ebit/N0. The BER against the number of interfering users
Ni(= Nu − 1) is plotted in Fig. 6 for two different array
sizes: Rx = 1× 1 and Rx = 2× 1. In this figure, Lf = 1
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Fig. 7. BER versus number of interfering users at moderate Ebit/N0.

Fig. 8. BER versus number of interfering users with Lf = 2.

and Ebit/N0 = 18 dB. The performance degrades when the
number of interfering users increases as additional power is
required to achieve invariant BER performance. This figure also
shows that an antenna array with two elements outperforms
the single antenna scheme as expected. An antenna array with
MRC allows coherent combining of multipath signal energies
and thus effectively mitigating the impact of MAI from other
users. This reduction in interference leads to an increase in the
multiple-access capacity of the system.

The multiple-access performance at a moderate Ebit/N0

(12 dB) is shown in Figs. 7 and 8, where we use uniform linear
arrays with Rx = 1× 1, 2 × 1, and 3× 1 elements. Fig. 7
shows the BER as a function of the number of interfering users
when Lf = 1. This result demonstrates that the system with
higher number of array elements has greater tolerance to MAI
and can support higher number of simultaneous users. Fig. 8
shows the BER performance as a function of the number of
interfering users when Lf = 2. Comparing the results in Figs. 7

Fig. 9. Comparison between rectangular array and uniform linear array.

and 8, one can see that the system with more selected paths
supports more users when the array size is fixed.

In Fig. 9, with Nu = 21, we compare the performance of
rectangular and uniform linear arrays. In this study, each array
has nine elements (Rx = 9× 1 for the uniform linear array
and Rx = 3× 3 for the rectangular array) and Lf = 1. For
this simulation, the length of Gold sequence is reduced to 31
and Ns = 31 due to excessive computational complexity. The
results show that a rectangular array gives better performance
than a uniform linear array. This observation can be attributed to
the array geometry. The rectangular array is capable of captur-
ing multipath components with shorter propagation delays, and
hence the captured energy from the received multipath signals
is higher compared to that from the uniform linear array.

VII. CONCLUSION

In this paper, we evaluated the performance of a DS-UWB
multiple-access system with antenna array in dense multipath
environments. We showed that an antenna array could be used
to exploit the spatial diversity in conjunction with the path
diversity provided by the Rake receiver to capture more energy
from multipaths in a way to improve the BER performance
of the system. The numerical results indicate that the BER
performance and the multiple-access capacity of the UWB
system can be improved by increasing the number of array size
and/or the selected paths. In this paper, we have also shown
that the performance improvement from spatial diversity is
considerably greater than that from path diversity. Furthermore,
we also studied the impact of array geometry on system perfor-
mance and showed that a rectangular array can capture more
energy and thus can offer better performance than a uniform
linear array.

In summary, we studied the impact of array geometry, array
size (or number of array elements), and number of selected
paths on the performance of a DS-UWB system. However,
increasing the antenna elements and/or selecting more paths
will also increase the system complexity. Therefore, when it
comes to system design, a system designer has to choose a
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suitable array geometry and select appropriate array size (array
elements) and number of paths in order to achieve the required
performance with minimum increase in system complexity.

APPENDIX

A. Derivation of σ2
η

Assuming that the noise at the array elements are zero
mean independent random variables, the variance of the overall
AWGN noise at the receiver output σ2

η is defined as

σ2
η =E

[
(η − µη)2

]
= E[η2], µη = 0

=
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Tb+τ
1
lf ,m,n∫

ψ=τ1
lf ,m,n

Tb+τ
1
lf ,m,n∫

t=τ1
lf ,m,n

E
[
η′
m,n(t)η

′
m,n(ψ)

]

×
Ns−1∑
j=0

α1
lf ,m,n

a1
jw

(
t − jTc − τ1

lf ,m,n

)

×
Ns−1∑
j=0

α1
lf ,m,n

a1
jw

(
ψ − jTc − τ1

lf ,m,n

)
dt dψ

=
N0

2

M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf =0

(
α1
l,m,n

)2 Tb∫
t=0

Ns−1∑
j=0

a1
jw(t − jTc)dt




2

=
N0

2

M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

(
α1
lf ,m,n

)2

Ebit. (33)

B. Evaluation of Iu,llf ,m,n
Fig. 10 illustrates the timing of the local sequence of the

desired path (lf ) of the desired user and an interfering signal.
In this figure, x is the index for the chip of the desired path,
and y is the index for the chip of the interfering signal. The
transmission time difference between the selected lf th path of
user 1 and the other interfering paths from the same user or the
other users at the (m, n)th element is

τl,lf = τul,m,n − τ1
lf ,m,n

= γul,lf ,m,nTc + ∆u
l,lf ,m,n

, u = 1, 2, . . . , Nu (34)

where γul,lf ,m,n is the time uncertainty rounded to the nearest
integer, and ∆u

l,lf ,m,n
is the error in this rounding process that

is uniformly distributed over [0, Tc]. Referring to Fig. 10, the
integration of Iu,llf ,m,n in (24) can be written as [19] shown in
(35) at the bottom of the page.

By using variable substitution, (35) can be rewritten as
shown in (36) at the bottom of the page, which in turn can
be rearranged to obtain (37), shown at the bottom of the
next page.

In order to simplify Iu,llf ,m,n in (37), we define a set of random
variables Zu

j as [20]

Zu
j=




bu−1auj+y−∆u
l,lf ,m,n

a1
j+x, j =0, . . . ,∆u

l,lf ,m,n
−1

bu0auj+y−∆u
l,lf ,m,n

a1
j+x, j =∆u

l,lf ,m,n
, . . . ,Ns−2

bu0auNs−1+y−∆u
l,lf ,m,n

a1
Ns−1+x, j =Ns − 1

bu−1auy−∆u
l,lf ,m,n

−1a1
x, j =Ns.

(38)

Iu,llf ,m,n =


bu−1

y−1∑
j=y−∆u

l,lf ,m,n

auj a1
j+x−y+∆u

l,lf ,m,n
+ bu0

y+Ns−∆u
l,lf ,m,n

−1∑
j=y

auj a1
j−y+x+∆u

l,lf ,m,n




 Tc∫

0

w(t)w
(

t−∆u
l,lf ,m,n

)
dt




+


bu−1

y−1∑
j=y−∆u

l,lf ,m,n
−1

auj a1
j+x−y+∆u

l,lf ,m,n
+1 + bu0

y+Ns−∆u
l,lf ,m,n

−2∑
j=∆u

l,lf ,m,n

auj a1
j−y+x+∆u

l,lf ,m,n
+1




×

 Tc∫

0

w(t)w
(

Tc −∆u
l,lf ,m,n

)
dt


 (35)

Iu,llf ,m,n =


bu−1

∆u
l,lf ,m,n

−1∑
j=0

auj+y−∆u
l,lf ,m,n

a1
j+x + bu0

Ns−1∑
j=∆u

l,lf ,m,n

auj+y−∆u
l,lf ,m,n

a1
j+x




 Tc∫

0

w(t)w
(

t −∆u
l,lf ,m,n

)
dt




+


bu−1

∆u
l,lf ,m,n

−1∑
j=−1

auj+y−∆u
l,lf ,m,n

a1
j+x+1 + bu0

Ns−2∑
j=∆u

l,lf ,m,n

auj+y−∆u
l,lf ,m,n

a1
j+x+1




 Tc∫

0

w(t)w
(

Tc −∆u
l,lf ,m,n

)
dt


 (36)
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Fig. 10. Timing of the local sequence of the desired path of the desired user with an interfering signal.

The random variables Zu
j are independent Bernoulli trials and

satisfy Pr{Zu
j = +1} = Pr{Zu

j = −1} = 1/2. By using (38)

and the fact that a1
ja

1
j = 1, the expression of Iu,llf ,m,n in (37) can

be simplified as shown in (39) at the bottom of the page.
Let us define the following four variables:

Fu =
∑
j∈P

Zu
j , {P} ∈ [0, Ns − 2], a1

j+xa1
j+x+1 = 1 (40)

Gu =
∑
j∈D

Zu
j , {D} ∈ [0, Ns − 2], a1

j+xa1
j+x+1 = −1

(41)

Uu =Zu
Ns−1 (42)

V u =Zu
Ns

. (43)

Iu,llf ,m,n =




∆u
l,lf ,m,n

−1∑
j=0

bu−1auj+y−∆u
l,lf ,m,n

a1
j+x +

Ns−2∑
j=∆u

l,lf ,m,n

bu0auj+y−∆u
l,lf ,m,n

a1
j+x + bu0auNs−1+y−∆u

l,lf ,m,n
a1
Ns−1+x︸ ︷︷ ︸

j=Ns−1




×

 Tc∫

0

w(t)w
(

t −∆u
l,lf ,m,n

)
dt




+




∆u
l,lf ,m,n

−1∑
j=0

bu−1auj+y−∆u
l,lf ,m,n

a1
j+x+1 +

Ns−2∑
j=∆u

l,lf ,m,n

bu0auj+y−∆u
l,lf ,m,n

a1
j+x+1 + bu−1auy−∆u

l,lf ,m,n
−1a1

x︸ ︷︷ ︸
j=Ns




×

 Tc∫

0

w(t)w
(

Tc −∆u
l,lf ,m,n

)
dt


 (37)

Iu,llf ,m,n =
Ns2∑
j=0

Zu
j




 Tc∫

0

w(t)w
(

t −∆u
l,lf ,m,n

)
dt


+ a1

j+xa1
j+x+1


 Tc∫

0

w(t)w
(

t −
(

Tc −∆u
l,lf ,m,n

))
dt






+Zu
Ns−1


 Tc∫

0

w(t)w
(

t −∆u
l,lf ,m,n

)
dt


+ Zu

Ns


 Tc∫

0

w(t)w
(

t −
(

Tc −∆u
l,lf ,m,n

))
dt


 (39)
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Using (40)–(43), (39) can be rewritten as

Iu,llf ,m,n =Fu


 Tc∫

0

w(t)w
(

t −∆u
l,lf ,m,n

)
dt

+

Tc∫
0

w(t)w
(

t −
(

Tc −∆u
l,lf ,m,n

))
dt




+ Gu


 Tc∫

0

w(t)w
(

t −∆u
l,lf ,m,n

)
dt

−
Tc∫
0

w(t)w
(

t −
(

Tc −∆u
l,lf ,m,n

))
dt




+ Uu


 Tc∫

0

w(t)w
(

t −∆u
l,lf ,m,n

)
dt




+ V u


 Tc∫

0

w(t)w
(

t −
(

Tc −∆u
l,lf ,m,n

))
dt


 .

(44)

Now, we explain the probability density functions of Fu, Gu,
Uu, and V u. Denote the number of elements in set {P} as p and
the number of elements in set {D} as d. The probability density
functions for Fu and Gu can be written as

PFu(j) =
(

p
j+p
2

)(
1
2

)p
, j =−p,−p+2,. . . ,p−2,p (45)

PGu(j) =
(

d
j+d
2

)(
1
2

)d
, j =−d,−d+2,. . . ,d−2,d. (46)

The distribution of Uu and V u can be written as PUu(j) =
PV u(j) = 1/2, where j = −1, 1.

C. Derivation of σ2
mai

In (26), we derived an equation for Imai. In this section, we
derive an analytical equation for the variance of Imai, σ2

mai. The
conditional variance for Imai can be defined as

σ2
mai|∆u

lf ,l,m,n
,d

= var
(

Imai |
{
∆u
lf ,l,m,n

}
, d
)

=

[
M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Nu∑
u=2

Lu
total−1∑
l=0

(
αul,m,nα1

lf ,m,n

)2

× E

[(
Iu,llf ,m,n

)2 ∣∣∣∆u
lf ,l,m,n

, d

]]
. (47)

For convenience, we define the cross correlation of the
monopulse as

Tc∫
0

w(t)w
(

t −∆u
l,lf ,m,n

)
dt = ρ∆ (48)

Tc∫
0

w(t)w
(

t −
(

Tc −∆u
l,lf ,m,n

))
dt = ρTc−∆. (49)

Since the random variables Fu, Gu, Uu, and V u in (44) are
uncorrelated, from (47)–(49), E[(Iu,llf ,m,n)

2|∆u
lf ,l,m,n

, d] can be
written as

E

[(
Iu,llf ,m,n

)2 ∣∣∣∆u
lf ,l,m,n

, d

]
=E

[
(Fu)2 |d](ρ∆+ρTc−∆)2+E

[
(Gu)2 |d](ρ∆−ρTc−∆)2

+ E
[
(Uu)2

]
ρ2
∆ + E

[
(V u)2

]
ρ2
Tc−∆. (50)

The random variables Uu and V u take a value of −1 or 1
with equal probability; therefore, E[(Uu)2] = 1, E[(V u)2] =
1. From (40) and (41), p is the number of possible values of
j such that a1

j+xa1
j+x+1 = 1, and d is the number of possible

values of j such that a1
j+xa1

j+x+1 = −1 for j ∈ [0, Ns − 2].
Now, E[(Fu)2|d] and E[(Gu)2|d] in (50) can be defined as

E
[
(Fu)2|d] =

p−1∑
x=0

E
[
(Fx)

2
]
= p = Ns − d − 1 (51)

E
[
(Gu)2|d] =

d−1∑
x=0

E
[
(Gx)

2
]
= d. (52)

Using E[(V u)2], E[(Uu)2], E[(Fu)2|d], and E[(Gu)2|d]
defined above, (50) can be simplified as

E

[(
Iu,llf ,m,n

)2 ∣∣∣∆u
lf ,l,m,n

, d

]
=Ns

(
ρ2
∆ + 2ρ∆ρTc−∆ + ρ2

Tc−∆

)
−4dρ∆ρTc−∆ − 2ρ∆ρTc−∆. (53)

Assuming random spreading sequences for each user and aver-
aging (53) over d with E[d] = (Ns − 1)/2, (53) reduces to

E

[(
Iu,llf ,m,n

)2 ∣∣∣∆u
lf ,l,m,n

]

= Ns

(
ρ2
∆ + 2ρ∆ρTc−∆ + ρ2

Tc−∆

)
− 4 ((Ns − 1)/2)ρ∆ρTc−∆ − 2ρ∆ρTc−∆

= Ns

(
ρ2
∆ + ρ2

Tc−∆

)
. (54)



1280 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 55, NO. 4, JULY 2006

The probability density of ∆u
lf ,l,m,n

, p∆(x) is defined as

p∆(x) = T−1
c , where −Tc/2 ≤ x ≤ Tc/2. By taking the ex-

pectation value of (Iu,llf ,m,n)
2|∆u

lf ,l,m,n
over ∆u

lf ,l,m,n
, (54)

becomes

E

[(
Iu,llf ,m,n

)2
]

=Ns

Tc∫
0

(
ρ2
∆ + ρ2

Tc−∆

) 1
Tc

dx

=
Ns

Tc

Tc∫
0

(
ρ2
∆ + ρ2

Tc−∆

)
dx

=
Ns

Tc

∞∫
−∞

R2(x)dx. (55)

Hence, by substituting (55) in (47), σ2
mai can be written as

σ2
mai =

Ns

Tc

M−1∑
m=0

N−1∑
n=0

L1
f
−1∑

lf=0

Nu∑
u=2

Lu
total−1∑
l=0

(
α1
lf ,m,n

αul,m,n

)2

×
∞∫

−∞
R2(x)dx. (56)
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