
2858 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 11, NO. 8, AUGUST 2012

A Multi-Cell Beamforming Design by
Uplink-Downlink Max-Min SINR Duality
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Abstract—In this paper, we address the problem of the
coordinated beamforming design for multi-cell multiple input
single output (MISO) downlink system subject to per-BS power
constraints. The objective is taken as the maximization of the
minimum signal-to-interference plus noise ratio (SINR), while a
complete analysis of the duality between the multi-cell downlink
and the virtual uplink optimization problems is provided. A
hierarchical iterative scheme is proposed to solve the virtual
uplink optimization problem, whose solution is then converted to
derive the one of the multi-cell downlink beamforming problem.
The proposed algorithm is proved to converge to a stable point.
Additional, the complexity of the proposed algorithm is analyzed.
Simulation results show that, in contrast to existing multi-cell
beamforming schemes, the proposed algorithm achieves better
performance in terms of both rate per energy (RPE) and the
worst-user rate.

Index Terms—Multi-cell beamforming, Lagrangian duality
theory, max-min SINR, min-max SINR, hierarchical iterative
algorithm.

I. INTRODUCTION

FREQUENCY reuse has emerged as an attractive strat-
egy to enhance the utilization of spectrum resource in

cellular mobile communication system. Meanwhile, frequency
reuse can simplify cellular network planning and base station
deployment, and has a potential of enhancing the coverage
and accommodating more users in cellular network. However,
frequency reuse might result in severe interference if treated
inappropriately, especially for cell-edge users. To solve this
problem, there has been a rapidly growing interest in shifting
the design paradigm from single-cell processing to multi-cell
cooperative processing.
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The key points of the multi-cell cooperative transmission
include cooperating cell clustering and multi-cell beamform-
ing design. Several strategies have been proposed to address
the problem of cooperative cell clustering, including network-
centric, user-centric method, or the combination of them [1].
By exploiting the idea of dirty paper coding [2], the optimal
performance of multi-cell cooperation was investigated. How-
ever, this strategy is hard to realize due to the high computa-
tional complexity and the requirement of full phase coherence
among signals from different base stations (BSs). To reduce
the complexity, a centralized multi-cell beamforming scheme
was designed based on the idea of block diagonalization
precoding [3]. All the above mentioned schemes require traffic
data sharing between the cells, causing a heavy burden for
the backhaul link. To release this burden, another strategy of
multi-cell beamforming which requires no data sharing among
cells has been studied recently [4] [5].

Previous works have shown that the uplink-downlink duality
theory can be exploited to efficiently design the optimal
coordinated multi-cell downlink beamforming. The basic idea
is to convert the downlink optimization problem into a virtual
uplink optimization problem in which the coupling between
different optimization variables in the objective function is
considerably released. In this case, the optimization for the
multi-cell downlink beamforming can be obtained from the
uplink solution. Note that the conventional uplink-downlink
duality was first developed in the multiuser context [6]–[8].
It was revealed that the same SINR region can be achieved
by both the uplink and the downlink with the same set of
beamforming vectors and the same sum power [9]. Concerning
a simple sum-power constraint, this duality can be applied to
solve the sum power minimization problem subject to SINR
constraints, the SINR balancing problem and the capacity
computation problem. Furthermore, Yu [10] had extended the
duality to solve the sum power minimization problem and the
capacity computation problem subject to per-antenna power
constraints. In this case, the dual uplink problem suffered
from an uncertain noise covariance and therefore it is hard
to develop an efficient algorithm. Recently, a more general
uplink-downlink duality relationship was disclosed in [11],
and a simpler form than that in [10] was obtained. When
shifting from the multi-user context to the multi-cell context,
Yu [12] had extended the uplink-downlink duality to solve
the sum-power minimization problem with SINR constraints.
More recently, Huang [13] further applied the duality to
achieve a distributed solution to the max-min SINR multi-
cell beamforming problem, where the primal problem was ad-
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dressed by searching for a feasible SINR target for which the
sum-power minimization problem was solved to exactly meet
the power constraints. Following this strategy, a robust max-
min SINR multi-cell coordinated beamforming solution was
further proposed to take into account the channel estimation
error [14]. It should be noted that the above strategies involved
multiple layers of iterations and had a slow convergence when
concerning per-BS power constraints.

In this paper, we design the multi-cell beamforming to
maximize the minimum SINR, which could provide better user
fairness for multi-cell MISO downlink system subject to per-
BS power constraints. Different from the existing coordinated
beamforming strategies [13]–[15] where the max-min SINR
problem was addressed by iteratively solving the sum-power
minimization problem to search for a maximum feasible SINR,
we target at a more efficient solution by deriving the analytical
expression of the max-min SINR duality between the uplink
and the downlink. To the best of authors’ knowledge, a
complete algorithmic analysis for the max-min SINR duality
between the uplink and the downlink was only provided
in a multiuser context [16] [17] with the nonlinear Perron-
Frobenius theory [18]. In the coordinated multi-cell context
with per-BS power constraints, the analytical expression of the
uplink-downlink duality was only provided for the sum-power
minimization problem with given SINR constraints [12]. As
shown in [13], though this form of duality can be used to
devise an iterative solution to the multi-cell beamforming
coordination, it is highly inefficient due to the multi-layer
iterations. A complete analytical expression of the uplink-
downlink max-min SINR duality has not yet be presented
for a multi-cell interference downlink system subject to per-
BS power constraints. Here we first present an algorithmic
analysis for the uplink-downlink max-min SINR duality in
the multi-cell interference downlink system subject to per-BS
power constraints, and then achieve an iterative solution to
the coordinated multi-cell beamforming problem which has a
better convergence behavior. Our main contributions are listed
as follows.

1. A complete analytical expression of the uplink-downlink
max-min SINR duality for a coordinated multi-cell beam-
forming system subject to per-BS power constraints is
presented, showing that the downlink max-min SINR op-
timization problem is dual to an uplink min-max problem
subject to a sum-sum power constraint plus a weighted-
sum virtual noise variance constraint.

2. An iterative algorithm is further developed to solve
the virtual uplink min-max SINR optimization problem
by revealing its hidden geometric programming (GP)
structure. The proposed algorithm is proved to converge
to a stable point, and the complexity of the proposed
algorithm is also analyzed. Then, the solution to the
primal downlink max-min SINR problem is calculated
from the uplink solution.

This rest of this paper is organized as follows. The system
model is described in Section II. In Section III, we formulate
the duality between the downlink optimization problem and
the virtual uplink optimization problem. The coordinated
beamforming and power allocation algorithm is given in
Section IV. The simulation results are shown in Section V.

Conclusions are finally given in Section VI.
The following notations are used throughout this paper.

Bold lowercase and uppercase letters represent column vec-
tors and matrices, respectively. The function λmax(A) and
υmax(A) denote the largest eigenvalue of the matrix A and
the eigenvector correspond to the largest eigenvalue of the
matrix A. The superscript T, H and † represent the transpose
operator, conjugate transpose operator, the Moore Penrose
pseudo-inverse of matrix, respectively. Vector 1K is a K × 1
all one vector.

II. SYSTEM MODEL

We consider a multi-cell MISO downlink system with
multiple BSs simultaneously transmitting signal to users in
its own cell. The channel state information (CSI) needs to
be shared between the BSs but no data sharing is required.
We assume that the clustering of cooperating BSs and user
scheduling have been completed based on a network-centric
or user-centric way. We focus on the case where K M -antenna
BSs are clustered together and each serves a single-antenna
user, while the generalization to multiple users per-cell will be
discussed later. An illustration of three-BS cooperating model
is shown in Fig. 1. Denoting the ith BS and its served user
as BS i and user i, respectively. The received signal of user i
is written as

yi =
√
pih

H
i,iwixi +

K∑
k=1
k �=i

√
pkh

H
i,kwkxk + ni (1)

where pi denotes the transmit power for user i, hi,k denotes
the channel vector from BS k to user i, which incorporates
large scale fading, small scale fading and shading fading, wi

denotes the unit-norm beamformer vector for user i, and ni

denotes the additive white Gaussian noise with zero mean and
variance σ2

i , namely, ni ∼ CN (0, σ2
i ). The SINR of user i is

SINRDown
i =

piw
H
i hi,ih

H
i,iwi∑K

k=1,k �=i pkw
H
k hi,khH

i,kwk + σ2
i

=
piw

H
i Ωi,iwi∑K

k=1,k �=i pkw
H
k Ωi,kwk + 1

(2)

where Ωi,k � hi,kh
H
i,k

σ2
i

, ∀i, k. The instantaneous rate of user i
can be expressed as

Ri = log2
(
1 + SINRDown

i

)
(3)

Obviously, the key point of the multi-cell downlink beam-
forming system above is to jointly design the beamform-
ing vectors {wi}Ki=1 and power allocation vector p =

[p1, · · · , pK ]T . In order to reach a fairness rate optimality,
we choose the max-min SINR as the performance metric, and
the downlink optimization problem QDown is given by

QDown : max
{wi,pi}K

i=1

min
i

SINRDown
i

s.t. pi ≥ 0, pi ≤ Pi, ||wi|| = 1, ∀i
(4)

where Pi denotes the individual power constraint for user i.
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Interference Signal

Fig. 1. System model.

The problem is hard to solve directly since the optimization
variables are highly coupled. Hence, we aim to develop a so-
lution to the coordinated multi-cell beamforming optimization
by analyzing the max-min SINR duality between the uplink
and the downlink of the multi-cell MISO downlink system.

III. UPLINK-DOWNLINK MAX-MIN SINR DUALITY IN

MULTI-CELL SYSTEMS

The existing uplink-downlink duality theory for multiuser
systems says that the uplink and the downlink transmission can
achieve the same SINR region with the same sum power and
the same set of beamforming vectors [9] [10]. Furthermore, if
a simple sum-power constraint is considered, the duality can
be used in multi-cell interference downlink system to solve the
downlink SINR max-min problem. However, per-BS power
constraints should be considered in practical scenario, for
which the existing uplink-downlink duality is not applicable.
In order to solve the optimization problem (4), we here attempt
to provide an algorithmic analysis on the max-min SINR
duality between the uplink and the downlink transmission.

Theorem 1. Considering per-BS transmit power constraints,
the multi-cell downlink max-min SINR optimization problem
QDown is dual to the following virtual uplink min-max SINR
optimization problem QUp:

QUp : min
{υi}K

i=1

max
{wi,λi}K

i=1

min
i

SINRUp
i

s.t. λi ≥ 0, υi ≥ 0, ||wi|| = 1, ∀i
K∑
i=1

λi ≤
K∑
i=1

Pi,

K∑
i=1

υiPi ≤
K∑
i=1

Pi

(5)

where SINRUp
i =

λiw
H
i Ωi,iwi∑K

k=1,k �=i λkwH
i Ωk,iwi+υi

is the virtual

uplink SINR of user i, the duality variables {λi}Ki=1 can be

interpreted as the transmit power of each user in the multi-
cell virtual uplink, and the duality variables {υi}Ki=1 can be
interpreted as the virtual noise variance at each BS.

In the dual virtual uplink problem, the individual power con-
straint in the downlink problem has been converted into a sum-
sum power constraint

∑K
i=1 λi ≤

∑K
i=1 Pi plus a weighted-

sum constraint of virtual noise variances
∑K

i=1 υiPi ≤∑K
i=1 Pi. Note that this problem might have multiple solutions

with the same worst-user SINR, among which it is easy
to understand that the solution with balanced SINR levels
consumes the least sum power, i.e., achieves the best balanced
energy efficiency. Our aim is to achieve this particular solution.

Remark: Though it looks similar to the BC-MAC duality
form which was derived in [11], our proposed duality form
is applied to the coordinated multi-cell beamforming systems
while the BC-MAC duality is designed for the multiuser
systems or the multi-cell joint transmission systems. As shown
in [11], the uplink noise variance of the BC-MAC duality is the
weighted sum of power constraint matrix, whereas the uplink
noise variance here is only an uncertain variable, showing a
GP structure.

The proof of this theorem can be found in Appendix A.
Based on the above results, we see that the downlink opti-
mization problem QDown can be addressed by handling the
dual uplink optimization problem QUp which is reformulated
as

QUp : min
υ

max
λ,W ,γ

γ

s.t. γ ≤ SINRUp
i , ∀i

λi ≥ 0, υi ≥ 0, ||wi|| = 1, ∀i
K∑
i=1

λi ≤
K∑
i=1

Pi,

K∑
i=1

υiPi ≤
K∑
i=1

Pi

(6)

From the proof of Theorem 1, we see that the primal op-
timization problem and the dual optimization problem have
an important property, namely, from the perspective of the
minimizing the sum of transmit power, all users can achieve an
identical optimal balanced SINR levels when the optimal so-
lution of the max-min SINR optimization problem is obtained.
In the following section, we will make use of this property to
design a hierarchical iterative optimization algorithm to solve
the virtual uplink min-max SINR optimization problem.

In addition, Theorem 1 can be easily generalized to the
case of multiple users per-cell. Let xi,j denote the transmitted
signal for the jth user in the ith cell and wi,j be its associated
beamforming vector. The received signal at the jth user in the
ith cell, denoted as yi,j , is a summation of the intended signal,
intracell interference, and intercell interference:

yi,j =
∑
m,n

√
pm,nh

H
m,i,jwm,nxm,n + ni,j (7)

where pi,j denotes the transmit power for the jth user in the
ith cell, hm,i,j denotes the channel vector from the BS in the
mth cell to the jth user in the ith cell, and ni,j denotes the
additive white Gaussian noise with zero mean and variance
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σ2
i,j . The SINR of the jth user in the ith cell is

SINRDown
i,j =

pi,jw
H
i,jΩi,i,jwi,j∑

(m,n) �=(i,j)

pm,nwH
m,nΩm,i,jwm,n + 1

(8)

where, Ωm,i,j � hm,i,jh
H
m,i,j

σ2
i,j

, ∀m, i, j. From a similar pro-
cedure of Theorem 1, the following uplink-downlink duality
form for the general case can be derived.

Theorem 2. Considering per-BS power constraints and per-
BS serves simultaneously several users in a multi-cell inter-
ference downlink, the max-min SINR optimization problem is
given by

max
{wi,j ,pi,j}∀i,j

min
i,j

SINRDown
i,j

s.t.
∑
j

pi,j ≤ Pi, pi,j > 0, ‖wi,j‖ = 1, ∀i, j (9)

The above optimization problem is dual to the following virtual
uplink min-max SINR optimization problem:

min
{υi}∀i

max
{λi,j ,wi,j}∀i,j

min
i,j

SINRUp
i,j

s.t.λi,j ≥ 0, υi ≥ 0, ‖wi,j‖ = 1, ∀i, j∑
i,j

λi,j ≤
∑
i

Pi,
∑
i

υiPi ≤
∑
i

Pi

(10)

where SINRUp
i,j =

λi,jw
H
i,jΩi,i,jwi,j

∑
(m,n)�=(i,j) λm,nwH

i,jΩi,m,nwi,j+υi
is the

virtual uplink SINR of user i, the duality variables λi,j can
be interpreted as the transmit power of the jth user in the ith

cell, the duality variables υi can be denotes the virtual noise
variance at the BS in the ith cell.

In the dual virtual uplink problem, the individual power
constraint in the downlink problem has been converted into a
sum-sum power constraint

∑
i,j λi,j ≤

∑
i Pi plus a weighted-

sum constraint of virtual noise variances
∑

i υiPi ≤
∑

i Pi.
Note that this problem might have multiple solutions with the
same worst-user SINR, among which it is easy to understand
that the solution with balanced SINR levels consumes the least
sum power, i.e., achieves the best balanced energy efficiency.

IV. MULTI-CELL BEAMFORMING ALGORITHM DESIGN

In order to solve the downlink optimization problem
QDown, here we first design an iterative optimization algo-
rithm to solve the virtual uplink optimization problem QUp

by using bisection method and GP optimization method, then
convert its solution to the downlink. The proposed algorithm
employs a two-layer strategy: In the inner layer, bisection
method is used to address the optimization with respect to
{wi}Ki=1, {λi}Ki=1 and γ for predefined {υi}Ki=1; While in the
outer layer, GP optimization method is used to search for the
most suitable values of {υi}Ki=1 for predefined {wi}Ki=1 and
{λi}Ki=1.

A. Optimization of Virtual Uplink Powers and Beamformers

When the values of the optimization variable {υi}Ki=1,
{λk}Kk=1

k �=i

and the optimal balanced SINR level γ are prede-

fined, the maximization of the SINRUp
i can be formulated as

max
λi

λi max
wi

wH
i Ωi,iwi

wH
i Ξiwi

= λmax

(
Ξ†

iΩi,i

)
max
λi

λi (11)

where Ξi =
∑K

k=1
k �=i

λkΩk,i + υiI. When the worst-user SINR
is maximized, all other users can also achieve the optimal
balanced SINR levels, therefore, we can get the following
update equation of λi, ∀i.

λ∗
i =

γ

λmax

(
Ξ†

iΩi,i

) (12)

When the values of the optimization variables {υi}Ki=1 and
{λi}Ki=1 are predefined, the problem QUp can be divided into
K parallel sub-problems:

max
wi

λiw
H
i Ωi,iwi

wH
i Ξiwi

s.t. ||wi|| = 1, ∀i
(13)

It can be easily known that the solution to (13) is the dominant
eigenvector [19], i.e.

w∗
i = νmax

(
λiΞ

†
iΩi,i

)
. (14)

B. Optimization of Downlink Powers

Once the optimal beamforming vectors {w∗
i }Ki=1 and the

optimal balanced SINR level γ∗ value are obtained, according
to the developed uplink-downlink duality and the relation
SINRDown

i = γ, ∀i, the multi-cell downlink power vector can
be calculated as

p∗ = G†1K , (15)

where p∗ = [p1, · · · , pK ]T and the matrix G is given by

[G]i,k =

{
w∗H

i Ωi,iw
∗
i

γ∗ i = k

−w∗H
k Ωi,kw

∗
k i �= k.

(16)

C. Optimization of Virtual Uplink Noise Powers

For given values of the optimization variables {λi}Ki=1 and
the optimization beamforming vectors {wi}Ki=1, the optimiza-
tion problem Q̂ can be formulated as

Q̂ : min
{υi}K

i=1

max
i

SINRUp
i

s.t. υi ≥ 0, ∀i,
K∑
i=1

υiPi ≤
K∑
i=1

Pi.
(17)

Similar to the method used in [14], we introduce slack
variable t. Let yi =

∑K
k=1
k �=i

λkw
H
i Ωk,iwi + υi, then, υi =

yi −
∑K

k=1
k �=i

λkw
H
i Ωk,iwi. The above optimization problem

can be rewritten as
Q̌ : min

{υi}K
i=1

t

s.t. (λiw
H
i Ωi,iwi)t

−1y−1
i ≤ 1, ∀i⎛⎝ K∑

k=1,k �=i

λkw
H
i Ωk,iwi

⎞⎠ y−1
i ≤ 1, ∀i

K∑
i=1

Pi

K∑
j=1

Pj

⎛⎝ K∑
k=1
k �=j

λkwH
j Ωk,jwj + 1

⎞⎠yi ≤ 1

(18)
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It is easily seen that the optimization problem (17) is trans-
formed into standard GP problem form [20] and hence can be
solved using standard optimization packages.

D. Hierarchical Iterative Algorithm

Based on the above analysis, we propose the following hier-
archical iterative algorithm to solve the optimization problem
QUp.

0) Let υ(0)
i = ε, t(0) = 0, n = 0.

1) Let λ(0)
i = 0, p

(0)
i = 0, ∀i,m = 0, n = n+ 1.

2) Let m = m+ 1, γmin = 0, γmax =

K∑

i=1

Pi

K∑

i=1

1

λmax(Ξ(m)†
i

Ωi,i)

,

where Ξ
(m)
i =

K∑
k=1,k �=i

λ
(m−1)
k Ωk,i + υ

(n−1)
i I.

3) Let γ = γmin+γmax

2 , then computing {λ(∗)
i }Ki=1 with (12),

{λ(m−1)
i }Ki=1 and γ.

4) Compute {w(∗)
i }Ki=1 with (14) and {λ(∗)

i }Ki=1, computing
{p(∗)i }Ki=1 with (15), {w(∗)

i }Ki=1 and γ. If 0 ≤ p
(∗)
i ≤

Pi, ∀i, let γmin = γ, λ(m)
i = λ

(∗)
i , w(m)

i = w
(∗)
i , p(m)

i =

p
(∗)
i , ∀i , otherwise, let γmax = γ.

5) If |γmax − γmin| ≤ ζ, then go to step 6, otherwise go to
step 3.

6) If
∑K

i=1 |λ(m)
i −λ(m−1)

i | ≤ δ, then go to step 7, otherwise
go to step 2.

7) Solve (18) with {λ(m)
i ,w

(m)
i }Ki=1, then get {υ(n)

i }Ki=1 and
t(n). If |t(n) − t(n−1)| < ξ, then output w(m)

i and p
(m)
i ,

∀i, otherwise go to step 1.

where ε is an arbitrarily small positive number, while ζ, δ and
ξ are predefined thresholds. The convergence of this two-layer
iterative algorithm is proved in Appendix B.

We proceed to analyze the computational complexity of the
above algorithm. For each inner iteration, its main complexity
involves the element computation of Ξi, the inversion of
Ξi and the eigenvalue decomposition of Ξ†

iΩi,i. Defining a
flop as real floating-point operation, the element computation
of Ξi needs about 8KM2 flops. As matrix Ξi is positive
definition, its inversion requires about 8

3M
3 − 3

2M
2 + 7

6M

flops [21], and the eigenvalue decomposition of Ξ†
iΩi,i re-

quires about 126M3 flops. Therefore, Step 3 involves about
F3 = 129M3 + 8KM2 flops, while Step 4 involves about
F4 = 132M3 + 8KM2 flops. As a result, the whole inner
iteration loop approximately needs N6K (F3 +N4F4) flops,
where N4 and N6 are the number of Step 4 and Step 6 involved
in each inner iteration loop, respectively. Then, the whole
computational complexity of the proposed iterative algorithm
involves about NoutN6K (F3 +N4F4) flops, where Nout

denotes the iteration number of the outer iteration loop.

V. SIMULATION RESULTS

In this section, the performance of the proposed iterative
multi-cell beamforming scheme is investigated via numerical
examples. We consider a cell cluster with inter-BS distance
of 1km. We also assume that all users are located in the
cell edge such that each user will receive significant inter-
cell interference in the same cluster. More specifically, we

consider that each user has a distance d1 = 400m from its
serving BS and a distance d2 = 600m from other BSs in
the cluster. The channel coefficient hk,j between BS j and
user k is generated based on the scenario of urban macro
with non-line-of-sight (NLoS) so that hk,j � γk,jh̃k,j , where
h̃k,j denotes the small scale fading channel coefficient and
is assumed to be zero-meam Gaussian distributed with the
covariance matrix of I, and γk,j =

βχk,j

dα
k,j

denotes the large
scale fading factor, β is a scale factor, α denotes the path
loss exponent (typically, α > 2), dk,j represents the distance
between the BS j and the user k, and χk,j denotes the
lognormal shadowing. In particular, we choose β = 10−3.45,
α = 3.8, then the large scale fading is given 10 log10(γk,j) =
−38 log10(dk,j)−34.5+ηk,j in decibel, where ηk,j represents
the shadow fading in decibel and follows the distribution
N (0, 8dB) [22]. Each BS is equipped with M = 4 transmit
antennas, and has the same transmit power constraint P ,
or the multi-cell MISO downlink system has a sum-power
constraint KP if only a total-power limit is considered, the
noise figure at each user terminal is 9dB, and in the simulation
results we use the transmit power constraint in dBm over
10MHz bandwidth to indicate the average SNR level. The stop
thresholds of the proposed iterative algorithm are respectively
given by |γmax − γmin| ≤ 10−5,

∑K
i=1 |Δλi| ≤ 10−5 and

|Δt| ≤ 10−5. The RPE performance merit [23] is defined as

RPE =
1

K

K∑
i=1

Ri

pi
(19)

where, pi is the effective transmit power for user i and Ri is
the rate of user i. The effective transmit power save proportion
merit is defined as

Pro =

K∑
i=1

pTotal
i − pPer

i

pTotal
i

× 100% (20)

where pTotal
i is the effective transmit power for user i with

total power constraint and pPer
i is the effective transmit power

for user i with per-BS power constraints. The performance
merit of the worst-user rate among all users is defined as R =
min
i

Ri.

The legends in the figures are defined as: the term “Algo-
rithm 1” denotes the proposed algorithm with per-BS power
constraints, “Algorithm 2” denotes the special case with a sum-
power constraint [13], “SLNR” denotes SLNR beamforming
algorithm with per-BS power constraints [19] and “MRT” rep-
resents the maximum ratio transmission (MRT) beamforming
algorithm with per-BS power constraints.

Fig.2 illustrates the RPE performance of the above four
schemes for two-BS and three-BS cooperating scenarios, re-
spectively. The simulation results show that Algorithm 1 has
an advantage over other multi-cell coordinated beamforming
algorithms in terms of RPE, and the gain increases with the
transmit power. In particular, Algorithm 1 achieves almost the
same RPE performance in two-BS and three-BS cooperating
scenarios. While the RPE performance of other three algo-
rithms in three-BS scenario exhibits some performance loss
compared to that in two-BS scenario. The minimum user rate
performance of these four algorithms is shown in Fig.3. It is
seen that Algorithm 1 shows a better performance than the
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Fig. 2. The RPE Performance in the proposed multi-cell cooperative
systems K = 2 and K = 3.

SLNR and MRT algorithms. As the number of cooperating
BSs increases, the performance gap also increases. Compared
with Algorithm 2, Algorithm 1 has a performance loss due
to the imposing of more stringent per-BS constraints. Further-
more, The RPE of these algorithms relative to the worst-user
rate are simulated and shown in Fig.4. The results demonstrate
that Algorithm 1 and Algorithm 2 achieve almost the same
RPE performance and both outperform the SLNR and MRT
algorithms. The effective consumption powers at each BS of
Algorithm 1 and Algorithm 2 for three-BS cooperation are
given in Fig.5. Results show that in contrast to Algorithm 2,
Algorithm 1 can save a considerable portion of transmit power
at each BS. It is further seen that transmit power saving ratio
reduces with the increase of the transmit power.

Since the channel state information at the BSs are usually
obtained through a finite-rate feedback channel, it is useful
to evaluate the impact of limited feedback on the algorithm
performance. Fig.6 illustrates the RPE performance of the
multi-cell beamforming algorithms with limited feedback CSI
based on Grassmannian codebook [24]. It is shown that the
quantization of CSI results in a performance loss both in terms
of the RPE performance and the worst-user rate. However, the
loss becomes smaller with the increasing of codebook size.

Finally, the convergence behavior of the proposed multi-cell
beamforming algorithm is illustrated in Fig.7 for a random
channel realization. The results show that the two key steps
of the proposed algorithm only need around 3 iterations to
reach the balance point, revealing that the proposed hierar-
chical algorithm has a fast convergence and hence has a low
computational complexity.

VI. CONCLUSIONS

The duality between the per-BS power constrained multi-
cell MISO downlink max-min SINR optimization problem and
the virtual uplink min-max SINR optimization problem is first
revealed using the Lagrangian duality theory. A hierarchical
iterative optimization algorithm is developed to solve the
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Fig. 3. The Minimum User Rate Performance in the proposed multi-cell
cooperative systems K = 2 and K = 3.
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Fig. 4. The Energy Efficient Performance of the worst cell in the proposed
multi-cell cooperative systems K = 2 and K = 3.

virtual uplink min-max SINR optimization problem using the
bisection method and the GP optimization method jointly.
The uplink solution is then converted to achieve the solution
to the multi-cell MISO downlink beamforming problem. The
convergence of the proposed algorithm is also proved. Com-
pared to the existing algorithms on inter-cell beamforming and
power allocation, the proposed algorithm can achieve better
performance in terms of rate per energy and user fairness.

APPENDIX A: THE PROOF OF THE THEOREM 1

Proof: Similar to the method [14], we introduce a slack
variable γ for the optimization problem QDown. Then, the
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problem can be rewritten as:

Q̃ : max
{wi,pi}K

i=1,γ
γ

s.t. SINRDown
i ≥ γ, ∀i

pi ≥ 0, pi ≤ Pi, ||wi|| = 1, ∀i.
(21)

Substituting the expression of SINR of (2) into (21), we get
the following form:

Q̃ : max
{wi,pi}K

i=1,γ
γ

s.t.

K∑
k=1,k �=i

pkw
H
k Ωi,kwk + 1 ≤ piw

H
i Ωi,iwi

γ
, ∀i

pi ≥ 0, pi ≤ Pi, ||wi|| = 1, ∀i.

(22)
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Fig. 7. The Convergence Speed of the Two Key Steps of the Proposed
Algorithm, K = 3, P = 38dBm.

The Lagrangian function of this optimization problem can be
written as (23), shown at the top of the next page, where,
φ = {φi ≥ 0}Ki=1 are the Lagrange multipliers associated
with the SINR constraints, μ = {μi ≥ 0}Ki=1 are the Lagrange
multiplies associated with the nonnegativity of the BS transmit
power constraints, ϕ = {ϕi ≥ 0}Ki=1 are the Lagrange multi-
pliers associated with the per-BS transmit power constraints,
W = {wi}Ki=1 is the collection of the transmit beamforming
vectors at the BSs, p = {pi}Ki=1 is the collection of the
transmit power at the BSs. Then, the corresponding duality
objective function can be expressed as

max
γ,W ,p

L(γ,W ,p,φ,μ,ϕ). (24)

It is known from the extreme value principle that the optimum
transmit power point fulfills ∂L

∂pi
= 0. Combining with the

condition μi ≥ 0, it yields

γ ≥ φiw
H
i Ωi,iwi∑K

k=1,k �=i φkwH
i Ωk,iwi + ϕi

. (25)

Thus, the corresponding Lagrangian duality optimization prob-
lem can be represented as

Q̃ : min
φ,ϕ

max
W ,γ

(
γ −

k∑
i=1

φi +

K∑
i=1

ϕiPi

)

s.t. γ ≥ φiw
H
i Ωi,iwi∑K

k=1,k �=i φkwH
i Ωk,iwi + ϕi

, ∀i

φi ≥ 0, ϕi ≥ 0, ||wi|| = 1, ∀i

(26)
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L(γ,W ,p,φ,μ,ϕ) = γ −
K∑
i=1

φi

⎛⎝ K∑
k=1,k �=i

pkw
H
k Ωi,kwk + 1− piw

H
i Ωi,iwi

γ

⎞⎠+

K∑
i=1

μipi −
K∑
i=1

ϕi(pi − Pi)

= γ −
K∑
i=1

φi +

K∑
i=1

ϕiPi −
K∑
i=1

pi

⎛⎝ K∑
k=1,k �=i

φkw
H
i Ωk,iwi + ϕi − φiw

H
i Ωi,iwi

γ
− μi

⎞⎠ (23)

Introducing a variable χ, the above optimization problem can
be reformulated as

Q̃ : max
χ

min
φ,ϕ

max
W ,γ

(
γ − χ+

K∑
i=1

ϕiPi

)

s.t. γ ≥ φiw
H
i Ωi,iwi∑K

k=1,k �=i φkwH
i Ωk,iwi + ϕi

, ∀i

φi ≥ 0, ϕi ≥ 0, ||wi|| = 1, ∀i,
K∑
i=1

φi ≤ χ.

(27)

Similar to [25], letting φi = χ′λi, ϕi = χ′υi, ∀i, χ =
χ′∑K

i=1 Pi, χ
′ ≥ 0, the optimization problem (27) can be

rewritten as

Q̃ : max
χ′

min
λ,υ

max
W ,γ

(
γ + χ′

(
K∑
i=1

υiPi −
K∑
i=1

Pi

))

s.t. γ ≥ λiw
H
i Ωi,iwi∑K

k=1,k �=i λkwH
i Ωk,iwi + υi

, λi ≥ 0, ∀i

υi ≥ 0, ||wi|| = 1, ∀i,
K∑
i=1

λi ≤
K∑
i=1

Pi.

(28)

If we regard χ′ as a duality variable for the minimization over
υ with the constraint

∑K
i=1 υiPi ≤

∑K
i=1 Pi, and for other

fixed variable optimization over υ is a convex problem (the
proofs are given in Appendix B) that guarantees the strong
duality, the optimization problem (28) is equivalent to

Q̃ : min
λ,υ

max
W ,γ

γ

s.t. γ ≥ λiw
H
i Ωi,iwi∑K

k=1,k �=i λkwH
i Ωk,iwi + υi

, ∀i

λi ≥ 0, υi ≥ 0, ||wi|| = 1, ∀i
K∑
i=1

λi ≤
K∑
i=1

Pi,
K∑
i=1

υiPi ≤
K∑
i=1

Pi.

(29)

From the perspective of minimizing the sum of transmit power,
we can know that all user can achieve same optimal balanced
SINR levels when the worst-user SINR is maximized. This
implies that it will not affect the solution if we reformulate
the optimization problem by reversing the inequalities of
SINR constraints and reversing the minimization over λ to
maximization, with the equivalent form of (29) given as follow

[25].

Q̃ : min
υ

max
λ,W ,γ

γ

s.t. γ ≤ λiw
H
i Ωi,iwi∑K

k=1,k �=i λkwH
i Ωk,iwi + υi

, ∀i

λi ≥ 0, υi ≥ 0, ||wi|| = 1, ∀i
K∑
i=1

λi ≤
K∑
i=1

Pi,

K∑
i=1

υiPi ≤
K∑
i=1

Pi.

(30)

By replacing the objective γ with the right term of SINR
constraint inequality, we finally obtain the dual problem for-
mulation in theorem 1.

APPENDIX B: THE CONVERGENCE OF THE PROPOSED

ALGORITHM

Proof: In order to demonstrate the convergence of the
outer layer of the proposed iterative algorithm for the op-
timization problem QUp, we prove that the optimization
problem QUp is a convex problem over υ when the other
optimization variables are fixed. Based on the expression of
the optimization problem QUp, we only need to prove that
the feasible set D of the variables υ is a convex set. Let
∀υ1, υ2 ∈ D and 0 ≤ α ≤ 1. Without loss of generality,
let λiw

H
i Ωi,iwi > 0, ∀i and γ > 0, the SINR inequality

constraints in (6) can be rewritten as

λiw
H
i Ωi,iwi

γ
−

K∑
k=1,k �=i

λkw
H
i Ωk,iwi ≥ υ1

i , ∀i

λiw
H
i Ωi,iwi

γ
−

K∑
k=1,k �=i

λkw
H
i Ωk,iwi ≥ υ2

i , ∀i
(31)

After some basic operations, we can obtain the following
inequality

γ ≤ λiw
H
i Ωi,iwi

K∑
k=1
k �=i

λkwH
i Ωk,iwi + αυ1

i + (1− α)υ2
i

, ∀i (32)

Furthermore, we have the following inequality

K∑
i=1

(αυ1
i + (1− α)υ2

i )Pi =

K∑
i=1

αυ1
i Pi +

K∑
i=1

(1− α)υ2
i Pi ≤

(α+ (1− α))

K∑
i=1

Pi =

K∑
i=1

Pi

(33)
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We can draw a conclusion that αυ1 + (1 − α)υ2 ∈ D,
so the feasible set D of the variable υ is a convex set
and the convergence of the outer iterative of the proposed
algorithm can be guaranteed. Based on the results in [14]
and the monotonic boundary sequence theory, we know that
the convergence of the inner layer of the proposed iterative
algorithm can also be guaranteed. As a result, the proposed
algorithm is also guaranteed to converge to a fixed point.

APPENDIX C: THE UPLINK-DOWNLINK MAX-MIN SINR
DUALITY WITH SUM-POWER CONSTRAINT

When a simple sum-power constraint is considered, the
uplink-downlink max-min SINR duality of the Theorem 1 can
be simplified, which is similar to our previous work [13].

Corollary 1. Considering a sum-power constraint in a multi-
cell interference downlink system, the max-min dowlink SINR
optimization problem is given by

←−Q : max
{wi,pi}K

i=1

min
i

SINRi

s.t. pi ≥ 0, ||wi|| = 1, ∀i,
k∑

i=1

pi ≤ P,
(34)

The above optimization problem is dual to the following virtual
uplink optimization problem,

−→Q : max
{wi,λi}K

i=1

min
i

λiw
H
i Ωi,iwi∑K

k=1,k �=i λkwH
i Ωk,iwi + 1

s.t. λi ≥ 0, ||wi|| = 1, ∀i,
K∑
i=1

λi = P

(35)

where {λi}Ki=1 denotes the transmit power of each user in
the virtual uplink,

∑K
i=1 λi = P represents the sum-power

constraint in the virtual uplink and is identical to the downlink.
When the optimal solution was obtained, all users achieve a
same optimal balanced SINR level.
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