Abstract—An opportunistic task space-based model is proposed to enhance reliability in the execution of unmanned aerial vehicle (UAV) tasks. The task information consists of predefined basic information units, and multimodal communication is realized by sharing and transferring modality information against the interference from task-irrelevant information. The multimodal task information alignment and task-oriented multimodal non-intersecting mapping are also used to align and enhance the reliability of task-specific information from different modalities. Numerical results are provided to demonstrate the effectiveness of task space searching and its impact on task reliability.
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I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) are pivotal in reconnaissance, monitoring, disaster rescue, photography, electronic countermeasures, and route planning, enabling them to perform tasks in complex environments effectively. UAVs acquire information and receive signals through communication and sensation during their active motion, thereby significantly enhancing information acquisition [1]. The reliability of multimodal information by UAVs, such as wireless signals, video, images, and sound, plays a crucial role in determining the success of their tasks. This reliability is essential for precise UAV control, secure communication, and target tracking, particularly in real-time conditions. However, during task execution, UAVs may encounter interference from other UAVs within a specific range. Moreover, complex wireless environments further complicate task execution, which decreases the reliability of information reception from each modality. Therefore, it is imperative to find a solution that improves the reliability of multimodal information reception in UAVs while considering environmental resistance and interference from other UAVs.

Multimodal communication involves the simultaneous utilization of diverse transmission modalities to transmit information [2], [3]. UAV task execution also experiences remarkable growth across numerous fields, promising improved task reliability [4], [5]. Leveraging multimodal communication can effectively enhance communication capabilities [6]. However, there is a lack of applications that integrate multimodal communication with collaborative UAV task execution to enhance reliability [7]. Additionally, foundational approaches to UAV reliability lack sufficient multimodal communication methods. The key advantage of employing multimodal communication is its ability to enhance the accuracy, depth, and potential of multiple information transmissions, thereby ensuring robust task information acquisition for UAVs [8].

This letter proposes an opportunistic task space-based method to enhance the reliability of multimodal UAV communication and task execution. The method achieves reliable task information by aligning and interacting multimodal information within the UAVs. The contributions of this letter are: (1) Opportunistic Task with Basic Task Information - orthogonal and common task information concepts are utilized when processing diverse raw task data to investigate the relationship between task success rates and the reliability of multimodal data reception; (2) Multimodal Task Space - the task space model is proposed to enhance the accuracy of UAV task execution by defining specific task coordinates, while the task deterministic space model reduces dimensionality by eliminating common information.

II. MULTIMODAL OPPORTUNISTIC TASK SPACE

In Fig. 1, a UAV $U_k$ with position coordinates $(d_x, d_y, d_z)$ and velocity vectors $(V_x, V_y, V_z)$ is on a task $T_a$. Other UAV $U_j$ ($U_j \in \{U_A, U_B, \ldots, U_B\}$’s position coordinate $\vec{d}_j$ is $(d_{xj}, d_{yj}, d_{zj})$. In advanced information age, UAVs can be precisely computer-controlled to execute a task with all the predefined basic information units ($I_{T_a} = \{i_1, i_2, \ldots, i_{N_{T_a}}\}$). Therefore, the success of task execution hinges on obtaining reliable multimodal information $I_{M_{com}}$, encompassing various sources such as communication transmissions (communication modality $M_{com}$), sensing (sensation modality $M_{sen}$), and motion functions (motion modality $M_{mot}$), including surveillance, radar, position, and velocity.
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In this way, the unreliability is due to the negative effect of multimodal reception, which is unified as task-irrelevant information $I_{Ta}$ affected by environmental noise (denoted as $N_i$) interference from other UAVs $j$ (each with transmitting power $P_I(j)$) and background sensed information. We assume that all the received information $H(I)$ is composed of task-specific information $I_{Ta}$ and task-irrelevant information $I_{Ti}$, i.e., as $H(I) = I_{Ta} \cup I_{Ti}$, $(I_{Ta} \cap I_{Ti} = \emptyset)$.

For multimodal reception, taking $M_{com}$ as an example, the task-specific signal is from source $S_{Ta}$ with transmitting power $P_{Ta}$ undergoes channel $h_{Ta,k}^{\alpha,k}$, while task-irrelevant information is from other UAVs and noise within the influence range impacts UAV $k$ through channel $h_{C,k}^{\alpha,k}, h_{C,k}^{\beta,k}, h_{C,k}^{\gamma,k}, \ldots h_{C,k}^{\delta,k}$. Due to path fading, UAVs that are outside the influence range, such as $U_1, U_2, U_3, U_4, \text{and } U_5$, cannot provide task-irrelevant information or task-specific information to $U_k$.

To enhance UAV task execution reliability, we introduce the concepts of opportunistic task, multimodal task information space to characterize the mutual influence among multimodal task-specific information.

### A. Opportunistic Task With Basic Task Information

In a task $Ta$, if all the required correct task information (denoted as $I_{Ta}$ and composed of multiple basic information units $i_1, i_2, \ldots, i_{N_{Ta}}$) is covered within a specified time frame, the task success probability (TSP) is 1; if some of the task information is mission/incorrect due to unreliable multimodal reception, the TSP is less than 1. We refer to $Ta$ as an opportunistic task.

However, the raw information from multimodal reception is highly heterogeneous and does not directly provide the required units $i_k$ directly. Therefore, we propose a task information extraction and multimodal task information alignment process to preprocess this information. It is also essential to achieve complementarity in the multimodal information by adhering to a unified format to mitigate heterogeneity. Hence, the alignment of information in multimodal tasks serves a dual purpose: enhancing task efficiency and standardization, while also improving the reliability of task execution at the informational level (see Section III-C).

- **Basic task information.** We assume that the task’s basic information is fixed, standardized, and independent of multimodal reception.

- **Task information extraction.** For the original information obtained from multimodal reception, a deep learning network is utilized to extract semantic elements such as time, space, entity, behavior, event, and intention.

- **Multimodal task information alignment.** The resulting metadata is then mapped to the basic units $i_k$ of the task, creating a unified representation across multiple modalities.

The basic information units of $I_{Ta}$, denoted as $i_1, i_2, \ldots, i_{N_{Ta}}$, can belong to one or more modalities. For instance, an information unit $i_k \in I_{M_{com}} \cap I_{M_{sen}}$ can exist in both the communication modality ($I_{M_{com}}$) and the sensation modality ($I_{M_{sen}}$), while another information unit $i_j \in I_{M_{mot}}$ ($i_j \notin I_{M_{com}} \cap I_{M_{sen}}$) may only exist in the motion modality.

Considering set properties, an information unit $i_k$ belongs to $I_O$, which is defined as $I_O = I_{Ta} \setminus \bigcap (\forall I_{M_e})$, where $M_e$ represents any two modalities. Then, $i_k$ can only be obtained from one modality, and we refer to the set $I_O$ consisting of all $i_k$ as the orthogonal information set. On the other hand, the remaining information units satisfy $i_j \in \bigcap (I_{M_1}, I_{M_2}, \ldots, I_{M_p})$, where $I_{M_1}, I_{M_2}, \ldots, I_{M_p}$ represent any modalities. Then, $i_j$ can be obtained from multiple modalities, and we refer to the set $I_C = I_{M_1} \cap I_{M_2} \cap \ldots \cap I_{M_p}$ consisting of all $i_j$ as the common information set of the modality group $I_{M_1}, I_{M_2}, \ldots, I_{M_p}$. It is important to note that the collectivity property $I_O \cap I_{C*e} = \emptyset$ and $I_{C*e} \subseteq I_{Ta}/I_O$ holds.

For successful task execution, the orthogonal information should be correct in each modality, while the common information should be correct in any of the modalities it belongs to. In the following example, the basic information units is $I_{Ta} = \{i_1, i_2, i_3, i_4, i_5\}$, and the basic information in each modality is provided in Equ. (1) (with $I_O = \{i_1, i_3, i_4\}$). It is evident that relying solely on the orthogonal information is insufficient for task execution. Utilizing the common information from the communication, sensing, and motion modalities is necessary to obtain $i_2$ and $i_5$.

\[
\begin{align*}
I_{M_{com}} & = \{ i_1, i_2, i_3, i_4, i_5 \} \\
I_{M_{sen}} & = \{ i_2, i_3, i_5 \} \\
I_{M_{mot}} & = \{ i_4, i_5 \}
\end{align*}
\]

### B. Multimodal Task Space

#### 1) Task Space: The task execution requires basic information units from a finite number of modalities. Thus, We can explore subsets of information units from these modalities, forming three vectors $\bar{T}_{M_e} = (i_j, \ldots, i_k)$, where $i_j, \ldots, i_k$
represent combinations of information units. For a UAV, these three modality vectors \((\vec{T}_{\text{com}}, \vec{T}_{\text{sen}}, \vec{T}_{\text{mot}})\) combine in a tensor space (see Fig. 2). The coordinates within this space, \((\vec{T}_{\text{com}}, \vec{T}_{\text{sen}}, \vec{T}_{\text{mot}})\), correspond to all possible UAV tasks, including \(I_{Ta}\) and others. We refer to this as the multimodal task information space or simply the task space.

Conceptually, the task space treats all UAV tasks as distinct points composed of multimodal orthogonal information and common information, shaping a task-oriented multimodal mapping space. As the UAV’s basic information aligns with \(\vec{I}_{\text{com}}\), \(\vec{I}_{\text{sen}}\), \(\vec{I}_{\text{mot}}\), the subset \(\vec{I}_{O}\) on each modality axis within the task \(Ta\) uniquely determines the task. Therefore, as long as the UAV can match the received coordinate points corresponding to different modality information sets with the points in the task space, it has high possibility to complete the task successfully.

Within the task space, we define the projection operation as follows: finding the projection of \(I_B\) onto \(I_A\), where the operation rule is \(\text{Proj}_{I_A}(I_B) = I_A \cap I_B\); when \(\text{Proj}_{I_A}(I_B) = \emptyset\), we declare the two as mutually orthogonal. Notably, projection of orthogonal information onto the three modality vectors represents the intersection of all possible subsets of information related to the modality, expressed as \(\text{Proj}_{I_A}(I_{\text{com}}) = I_{O}\cap I_{\text{com}}, \in \{\text{com}, \text{sen}, \text{mot}\}\). These projections are mutually orthogonal.

2) Task Deterministic Space: Based on orthogonality, the basic information obtained from \(\vec{I}_x = \text{Proj}_{I_{\text{com}}} (I_{\text{com}})\), \(\vec{I}_y = \text{Proj}_{I_{\text{sen}}} (I_{\text{sen}})\), and \(\vec{I}_z = \text{Proj}_{I_{\text{mot}}} (I_{\text{mot}})\) forms a space. In this space, all points are determined solely by multimodal orthogonal information. This space can be seen as a reduction of the dimensionality of the original task space by eliminating common information, resulting in a reduction of \(\Delta U_{\text{com}}\) points. We refer to this space as the multimodal task information deterministic space or simply the task deterministic space.

Conceptually, the task deterministic space represents the extraction of orthogonal information from the basic information of all UAV tasks, independent of different modalities. It forms a task-oriented multimodal non-intersecting mapping space, where each basic information can only be obtained from a single modality. Although the dimensionality is reduced in this space by eliminating common information, it exposes the lowest reliability of task execution.

III. PROCESSING FOR ENHANCED RELIABILITY

A. Multimodal Reception of the UAV

The signal to interference plus noise ratio (SINR) in the multimodal receptions of \(U_k\) can be unified as

\[
\gamma_{M} = \frac{p_{\text{Mout}}(\text{Proj}_{I_{\text{Mout}}}(I_{\text{M}}))}{p_{\text{Mout}}(\text{Proj}_{I_{\text{M}}}(I_{\text{M}}))} \in \{\text{com, sen}\}
\]

where \(p_{\text{Mout}}(\cdot)\) means extracting the power of \(\cdot\)'s carrier/medium with the dynamic influence of UAV’s real-time flying motion. Specifically, with source’s coordinate \(d_{s} = (d_{s,x}, d_{s,y}, d_{s,z})\) and transmitting power \(P_{S}\), we can easily derive the SINR in communication modality with

\[
p_{\text{Mout}}(\text{Proj}_{I_{\text{M}}}(I_{\text{M}})) = P_{I_{\text{M}}} |h_{Ta,k}|^2 \times \left( (d_{U,x} + v_{U,x} \cdot t - z_{\text{Ta}})^2 + (d_{U,y} + v_{U,y} \cdot t - y_{\text{Ta}})^2 + (d_{U,z} + v_{U,z} \cdot t - z_{\text{Ta}})^2 \right)^{-\gamma},
\]

\[
p_{\text{Mout}}(\text{Proj}_{I_{\text{Mout}}}(I_{\text{M}})) = \sum_{j \in \text{USet}_{I}} P_{I_{j}} |h_{j,k}|^2 \times \left( (d_{U,x} + d_{V,x} \cdot t - x_{j})^2 + (d_{U,y} + d_{V,y} \cdot t - y_{j})^2 \right)^{-\gamma},
\]

where \(\text{USet}_{I} = \{ U_0, U_2, \ldots, U_{k} \}\), \(P_{N}\) is the noise power, \(d_{U,x}(t \in \{x, y, z\})\) is the corresponding value on each axis of the position coordinates of the UAV \(U_{k}\), \(d_{U,x}(t \in \{x, y, z\})\) is the corresponding value in each axis direction of the velocity vector of the UAV \(U_{k}\), and \(t\) is the time it takes \(U_{k}\) to transfer its position in task space and \(\gamma\) is the path loss index. Note that the motion modality may enhance the SINR of multimodal reception by dynamic motions. If \(\text{SINR}_{C}^{k} \geq \text{SINR}_{C}^{th}\), UAV \(U_{k}\) is able to obtain all the correct task information \(I_{\text{com}}\) from communication modality.

B. Reliability Based on Task Space

Considering the unreliability caused by multimodal reception error, the actual task information of UAV may have error, i.e., \(I_{Ta} = I_{\text{com}} \cup I_{\text{sen}} \cup I_{\text{mot}} \neq I_{Ta}\), where each \(I_{\text{M}}\) may vary within a specific range in the coordinate axis (a wider range implies lower reliability). In \(\vec{I}_{\text{M}} = (\vec{I}_{\text{com}}, \vec{I}_{\text{sen}}, \vec{I}_{\text{mot}})\), \(\vec{I}_{\text{com}}, \vec{I}_{\text{sen}}, \vec{I}_{\text{mot}}\) represent any possible combination of basic information units for modality *. As a result, the fluctuation in each axis changes the distance between \(\vec{I}_{\text{Ta}}\) and \(I_{Ta}\), which can be represented as \(\|\vec{I}_{\text{Ta}} - I_{Ta}\|_{TS}\). A smaller distance means \(I_{Ta}\) has higher probability of being \(I_{Ta}\).

Interestingly, although the task information may be biased in the multimodal reception stage, the corresponding correct task information can still be found by utilizing the distance defined in the task space. Then, the task execution based on unreliable multimodal reception can be determined by minimizing the task space searching distance, given by

\[
\min_{U_{k}} D_{TSS} = \min_{U_{k}} \|\vec{I}_{\text{Ta}} - I_{Ta}^{\text{th}}\|_{TS},
\]

where \(U_{k}\) means any correct points in the task space. We refer this method as task space searching (TSS), which starts from the actual points with fluctuations to search for the correct points with the minimum distance, with a complexity of \(O(U_{k})\).

C. Multimodal Task Information Alignment

1) Multimodal Task Information Classification: If the raw information \(R_{ik}\) within the raw information layer \(M\) obtained from multimodal sources can be classified into two types: semantic-type information and data-type information.

Type I Semantic-type information: Due to semantic nature, the raw information is processed through a deep learning network to extract temporal information \(t \in S_{T}\), spatial information \(s \in S_{S}\), and entity behavior information vector \(\vec{a} = \{\text{Actions, FromEntity, ToEntity}\} \in \vec{S}_{A}\) (comprising
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the actions of task $Ta$ along with their initiators and targets). These components collectively form the entity information layer $S = \{S_T, S_S, S_A\}$, where each component represents vectors of time, space, and action (generated through graph-based learning representing the actions in the behavior set).

By assessing the match between the information attributes $\{t, s, a\}$ of $M_i$, and a given threshold, it can be determined whether the raw information aligns with the corresponding entity in the entity layer $S_i$. This mapping from the multimodal layer to the entity information layer is denoted as $M_i \rightarrow S_i$. Subsequently, using the semantic elements of these entities, the metadata is mapped to the basic information units of the task, resulting in a cross-modal unified representation of results. In other words, information obtained from different modalities eventually aligns to become basic task-specific information $i_k \in I_{Ta}$ after discarding task-irrelevant information that does not meet the requirements of task execution.

Type 2 Data-type information: Due to the nature of data, multimodal task information alignment primarily involves unit conversions for the same state (e.g., dBW and Watt), without any semantic conflicts during the representation mapping.

2) Reliability Enhancement via Multimodal Information: After multimodal task information alignment, inconsistencies may exist in specific values, which be addressed in the reliability enhancement phase.

Step 1 Ranking: Based on the SINR of multimodal reception, the most reliable modality is selected.

Step 2 Multimodal Combination for Common Information: In our previous paper [9], common information can be enhanced by multimodal combination (e.g., maximal ratio combining or selective combing) with enhanced diversity gain $d_m = p$, where $p$ is the number of modalities in the intersection $I_{C;I_M, I_M, \ldots I_M}$.

Step 3 TSS in Task Deterministic Space: This step focuses on orthogonal information, which constitutes the task deterministic space (Section II-B2). The task points can be determined by TSS (Section III-B) with a reduced searching complexity $O(U_k - \Delta U_k)$.

To determine the reliability (TSP) in this step, assume the minimum and maximum distances between correct points in the task deterministic space’s axis are $D_{\min}$ and $D_{\max}$. If $D_{TSS} \leq \frac{1}{2}D_{\min}$, the TSP is 1; if $D_{TSS} > \frac{1}{2}D_{\max}$, the TSP is 0. The error probability increases proportionally with distance, and we assume the multimodal reception error happens uniformly, which yields $TSP = 1 - \frac{D_{TSS} - \frac{1}{2}D_{\min}}{D_{\max} - \frac{1}{2}D_{\min}}$.

IV. SIMULATIONS

In Fig. 3, upon removing the shared information in modality (a), the dimension in (b) corresponds to the task determination space, shows a reduction in the number of correct points from 1000 to 100. Consequently, the TSS complexity of is correspondingly reduced. Fig. 4 shows the distances (denoted by TSS) and success probabilities (denoted by TSP) between the actual point A5 and all other correct points S0 to S10. The closest standard point is S4, with a distance of 0.25 and a TSP of 100%. Similarly, employing this method for searching with TSS among other points A0 to A9 can easily yield the optimal task matching based on Equ. (5).

V. CONCLUSION

This letter has proposed multimodal UAV communication based on opportunistic task space, which decompose multimodal reception into task-specific and task-irrelevant information units, and use multimodal information alignment and task space concept to enhance the reliability.
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