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Combined Synchronization and Power Control for Differentially-Encoded
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Abstract—The differentially-encoded, di-symbol time-division
multiuser impulse radio (d2TD-IR) with delay-sum autocorre-
lation receivers is a low complexity, high efficiency short range
wireless communication technology for infrastructure networks.
The d2TD-IR system is designed with the assumption that the
users are perfectly synchronized. In this letter, we propose a
recursive algorithm of combined synchronization and power
control. Computer simulation results show that the proposed
algorithm has significant performance improvement over the
algorithm, in which synchronization and power control are
performed separately.

Index Terms—Synchronization, power control, autocorrelation
receiver (AcR), impulse radio (IR), ultra-wideband (UWB).

I. INTRODUCTION

TRANSMITTED-reference impulse radios (including dif-
ferential transmitted-reference impulse radios) with auto-

correlation receiver (TR-IR/AcR) have been proposed in [1]-
[12] for ultra-wideband (UWB) communications. The idea
behind TR-IR/AcR is to exploit multipath diversity in slowly
time-varying channels by coupling one or more data modu-
lated pulses with one or more unmodulated reference pulses.
The AcR delays the received reference pulses to perfectly align
with the data modulated pulses and their product is integrated
for symbol detection.

The major drawback of TR-IR/AcR lies in employing
correlator templates that are corrupted by interference from
other users and channel noise during demodulation. This
induces performance degradation. To address this problem, a
differentially-encoded, di-symbol time-division multiuser im-
pulse radio (d2TD-IR) with delay-sum autocorrelation receiver
has been proposed in [10] for infrastructure networks. In the
d2TD-IR system, besides the TD multiple access scheme,
two randomly generated time-hopping (TH) access sequences
are employed to alternately encode the odd- and even-index
symbols, hence the name di-symbol TD multiple access. The
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di-symbol system maximally suppresses multiuser interference
(MUI) and channel noise at the expense of system complexity.
It was shown through computer simulations that the d2TD-
IR system outperforms conventional time-hopping impulse
radio (TH-IR) system [13] at high signal-to-noise ratio (SNR).
Although the TH-IR system performs better at low SNR, its
coherent detection is a challenging problem. The short dura-
tion of the pulse makes the time acquisition task formidable
[14]. An acquisition error of 0.055 ns will reduce the output
signal power of the detector by half when the pulse in Fig. 1
of [13] is adopted. Furthermore, the signal energy is dispersed
into different multipath components. To fully exploit the signal
energy, Rake receivers are often utilized to capture the energy
of the signal and this usually results in highly sophisticated,
hence impractical systems [15]-[18]. Therefore, the d2TD-IR
system is a promising low complexity alternative to the TH-IR
system.

The d2TD-IR system assumes perfect synchronization
among users. It is thus imperative to design an efficient
synchronization algorithm to support this operating condition.
Synchronization algorithm for TR-IR has been studied in
[19]. The algorithm is implemented in multiple steps. Each
step refines the searching results by reducing the integration
interval. After several steps, the algorithm is able to achieve
the required synchronization accuracy. Based on the algorithm
in [19], we propose a recursive algorithm of combined syn-
chronization and power control for the multiuser d2TD-IR
system.

In the d2TD-IR system, the transmitted signals from dif-
ferent users undergo independent fadings. Even when all the
users are located near to the base station (BS) and have line-
of-sight (LOS) to the BS, the received signal powers at the
BS may be different. This is because from the free space
propagation model [20], the signal power decays inversely
proportional to the square of the distance from the user to
the BS and such distances are different for different users.
In this situation, power control, which ensures that each user
provides almost the same signal power to the BS receiver, can
maximally suppress the MUI and hence improve the system
performance. Because both synchronization and power control
processes require pilot symbols, it is preferable to combine the
two processes. However, when two processes are combined,
synchronization error will cause larger power control error and
power control error will cause larger synchronization error. Er-
ror propagation between the two processes will cause system
failure. In this letter, we propose a recursive algorithm which
combines the two processes and prevents error propagation.

1536-1276/09$25.00 c© 2009 IEEE
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The rest of the letter is organized as follows. Section
II describes the d2TD-IR system model. In Section III, we
propose a recursive algorithm which couples power control
into the time of arrival (TOA) based synchronization. In Sec-
tion IV, computer simulated results are presented to examine
the efficiency of our proposed algorithm. We conclude and
summarize our letter in Section V.

II. D2TD-IR SYSTEM MODEL

Let · · · b(k)
−1b

(k)
0 b

(k)
1 b

(k)
2 · · · denote the sequence of inde-

pendent and identically distributed (iid) information symbols
sent by the kth user in the Nu-user d2TD-IR system, where
b
(k)
i ∈ {−1, 1}. The b

(k)
i ’s are first differentially encoded

into another symbol sequence · · · d(k)
−1d

(k)
0 d

(k)
1 d

(k)
2 · · · , where

d
(k)
i = (b(k)

i d
(k)
i−1) ∈ {−1, 1}, and then transmitted using Ns

non-overlapping pulses per symbol. To incorporate multiple
access capability into the system, we divide each symbol
interval of duration T into Ns frame intervals, further divide
each frame interval into Nh chip intervals. Because TD
multiple access scheme is applied here, the Nh chips are
assigned to at most Nh users to transmit pulses, each user
occupying one chip. The signal model for user k then has the
form [10]

s(k)(t) =
∑

i

Ns−1∑
j=0

d
(k)
i a

(k)
i mod 2,j

√
Ω(k)

ω
(
t − iT − jTf − c

(k)
i mod 2,jTc − T

(k)
A

)
(1)

where Tf = T/Ns is the frame duration, Tc = Tf/Nh

the chip duration, ω(t) is a causal pulse of support
length Tω < Tc, T

(k)
A is the TOA of the signals from

user k and Ω(k) is the power control factor of user k.
In (1), the a

(k)
i mod 2,j and c

(k)
i mod 2,j are randomly drawn

from the sets {−1, 1} and {0, 1, · · · , Nh − 1}, respec-
tively, with the constraint that c

(k)
i mod 2,j �= c

(k′)
i mod 2,j :

k �= k′. Therefore, [a(k)
0,0c

(k)
0,0a

(k)
0,1c

(k)
0,1 · · · a(k)

0,Ns−1c
(k)
0,Ns−1] and

[a(k)
1,0c

(k)
1,0a

(k)
1,1c

(k)
1,1 · · · a(k)

1,Ns−1c
(k)
1,Ns−1] form the multiple access

code sequences assigned to the even- and odd-index symbols

of user k. Alternating the two code sequences in this manner
randomizes the channel-induced interference experienced by
any two adjacent symbols, which in turn improves the average
performance of the delay-sum AcR. An example of the struc-
ture of s(k)(t) is shown in Fig. 1. In the analysis to follow,
we consider the full load situation where Nh = Nu.

The received signal due to user k is thus given by

r(k)(t) =
∑

i

Ns−1∑
j=0

d
(k)
i a

(k)
i mod 2,j

h(k)
(
t − iT − jTf − c

(k)
i mod 2,jTc − T

(k)
A

)
(2)

where

h(k)(t) =
L(k)∑
l=1

α
(k)
l ω(t − τ

(k)
l ) (3)

is composed of L(k) multipath components arriving at the
receive antenna with associated amplitude α

(k)
l and delay τ

(k)
l .

With perfect synchronization, T
(k)
A = τ

(k)
1 . The composite

received signal then has the form

r(t) =
Nu∑
k=1

r(k)(t) + n(t) (4)

where n(t) is lowpass filtered additive white Gaussian noise
(AWGN) with two-sided power spectral density No/2. The
autocorrelation function of n(t) is

Rn(τ) = E[n(t)n(t + τ)] = NoW sinc(Wτ) (5)

where W (W � 1/Tc) is the bandwidth of the low-
pass filter. The ratio Eb/No of the system is defined as

Ns

NoNu

∫ Tω

0

ω2(t)dt

Nu∑
k=1

Ω(k).

Assuming that the receiver is locked on to the signal from
user k, the delay-sum AcR implements [10]

D
(k)
i :

{
> 0; decide b

(k)
i = +1

≤ 0; decide b
(k)
i = −1

(6)
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where the decision statistics D
(k)
i is given by

D
(k)
i =

∫ (i+1)T

(i+1)T−Tc

x
(k)
i mod 2(t)x

(k)
(i−1) mod 2(t − T )dt, (7)

in which

x
(k)
i mod 2(t) =

Ns−1∑
j=0

a
(k)
i mod 2,jr

(
t − (Ns − 1 − j)Tf

−(Nu − 1 − c
(k)
i mod 2,j)Tc

)
.(8)

The underlying mechanism of (7), with (8), can be briefly
explained as follows. Each of the Ns frames, indexed by
(j = 0, 1, · · · , Ns − 1), of the received ith symbol is first
multiplied with the respective a

(k)
i mod 2,j , and then delayed

based on c
(k)
i mod 2,j so that their pulse-carrying chips are

aligned. The aligned pulse-carrying chips are summed up to
form a composite chip. This is then aligned and multiplied
with the composite chip of the previously received (i − 1)th

symbol, and the product is integrated over one chip duration
to generate the value of D

(k)
i .

III. SYNCHRONIZATION AND POWER CONTROL FOR

D2TD-IR SYSTEMS

Before synchronization, the BS has no TOA information of
the signals from different users,

{
T

(k)
A ; k = 1, 2, · · · , Nu

}
. In

an indoor environment, the distance between the transmitter
and receiver is considered to be less than 20 meters. Ac-
cordingly, the TOA is less than 20/(3 × 108) = 66.67 ×
10−9 s = 66.67 ns, which is usually less than a frame
duration. Therefore, without loss of generality, we assume that
T

(·)
A is uniformly distributed over (0, Tf ], which denotes the

initial uncertainty region U0.
During the synchronization process, a user starts to transmit

pilot symbols on receiving a cue signal from the downlink
control/broadcast channel, with the assumption T

(k)
A = 0

for k = 1, 2, · · · , Nu in (1). From the composite received
signal, r(t), which is defined in (4) carrying only the pilot
symbols, the BS estimates the TOAs of different users. With
the knowledge of TOAs, the BS reschedules the transmitting
time for different users. The users adjust the transmitting time
based on the feedback from BS. Once synchronization process
is complete, the user transmits data in the preassigned chips.

For d2TD-IR systems, we will provide computer simulation
results in Fig. 2 and Fig. 3 to show that power control can
dramatically reduce the MUI and hence improve the system
bit-error-rate (BER) performance. In this letter, perfect power
control is defined as the case when the BS receives signals of
equal power from different users, namely,

Ω(k1)

∫ Tc

0

(
h(k1)(t)

)2

dt = Ω(k2)

∫ Tc

0

(
h(k2)(t)

)2

dt (9)

for k1, k2 ∈ {1, 2, · · · , Nu}, where h(k)(t) is defined in
(3). Therefore, perfect power control is achieved by finding
Ω(k1) �= Ω(k2), for k1, k2 ∈ {1, 2, · · · , Nu} that satisfy (9)
since h(k1)(t) �= h(k2)(t).

In this letter, we provide an approach which combines
synchronization and power control based on the synchroniza-
tion algorithm in [19]. Similar to [19], our synchronization

approach is implemented in multiple steps. Each step aims
at narrowing down the uncertainty region. We also consider
to couple power control into synchronization, namely, we do
power control after each step of synchronization. However,
combining synchronization and power control also combines
their errors, causing error propagation. The error propagation
means that when the received signal power from a user
is strong enough, the synchronization error will cause the
estimated received signal power to be lower than the actual
one, hence the user will be erroneously allocated higher trans-
mission power. To prevent error propagation, the proposed
algorithm is performed recursively as follows:

Step 1. This step performs a frame-level search. We in-
tegrate the output of the ith symbol to obtain the decision
statistics by using

D
(k)
i,ςq

=
∫ (i+1)T+ςq

(i+1)T−Tc+ςq

x
(k)
i mod 2(t)x

(k)
(i−1) mod 2(t − T )dt (10)

where x
(k)
i mod 2(t) is defined in (8) and ςq is the integration

starting point in Step q. For Step 1, ς1 = 0, Tc, 2Tc, · · · , Tf .
The coarse TOA estimation, T̂

(k)
A,1, for the kth user, is obtained

by [19]

T̂
(k)
A,1 = arg max

ς1

{∑
v=ς1

D
(k)
i,v b

(k)
i

}
. (11)

In (11), the decision statistics, D
(k)
i,ς1

, is multiplied with the

pilot symbol, b(k)
i , to get the estimation of desired signal power

when the integration starting point is ς1. For each value of ς1,
the product D

(k)
i,ς1

b
(k)
i is computed for P consecutive symbol

intervals and then averaged to produce an estimate of the TOA.
Averaging is required for synchronization accuracy since D

(k)
i,ς1

contains MUI and channel noise. Because there are Nu + 1
different values of ς1, altogether P (Nu +1) pilot symbols are
needed for Step 1. After the coarse TOA estimation, T̂

(k)
A,1, is

obtained. The BS arranges the transmitted signal of the kth

user to be
s
(k)
2 (t) = s

(k)
1 (t − T̂

(k)
A,1) (12)

where s
(k)
1 (t) and s

(k)
2 (t) denote the transmitted signals before

and after coarse synchronization, respectively. Therefore, the
uncertainty region after Step 1 is U1 = (−Tc, Tc].

The power control process is omitted in this step, since the
synchronization error after this step is relatively large.

Step q (q ≥ 2). Denote the width of uncertainty re-
gion Uq−1 as Δq−1. The aim of this step is to reduce
Δq−1 to Δq−1/N , where N is an integer constant larger
than one. The sampled output of the ith symbol is ob-
tained using (10), where the integration starting points are
ςq = −(N −1)Δq−1/(2N),−(N −2)Δq−1/(2N), · · · , (N −
1)Δq−1/(2N). As in Step 1, we collect P products of
D

(k)
i,ς1

b
(k)
i for each value of ςq . Since there are N +1 different

values of ςq, altogether P (N + 1) pilot symbols are needed
for Step q. The TOA estimation, T̂

(k)
A,q, of Step q for the kth

user is obtained by

T̂
(k)
A,q = T̂

(k)
A,q−1 + arg max

ςq

⎧⎨⎩∑
v=ςq

D
(k)
i,v b

(k)
i

⎫⎬⎭ . (13)
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After TOA estimation of Step q, power control process can
be performed based on T̂

(k)
A,q. To achieve the perfect power

control condition, (9), we are required to know the estimate
of ∫ Tc+T̂

(k)
A,q

T̂
(k)
A,q

(
h(k)(t)

)2

dt,

which is denoted as Γ(k)
q . The value, Γ(k)

q , can be obtained as
follows

Γ(k)
q =

1
PN2

s

max

⎧⎨⎩∑
v=ςq

D
(k)
i,v b

(k)
i

⎫⎬⎭ . (14)

From [10], we know that D
(k)
i,v is composed of the desired

signal, the MUI and channel noise. When Ns � 1, the MUI
and channel noise are approximately Gaussian with zero mean.
By applying (10) and [eqn. 18-22, 10], we have

Eη

[
Γ(k)

q

]
=
∫ Tc+T̂

(k)
A,q

T̂
(k)
A,q

(
h(k)(t)

)2

dt (15)

where η represents the pilot symbols {d(k)
i ; k =

1, 2, 3, · · · , Nu}.
Before the power control process, it is required to check

whether the following three conditions are satisfied to prevent
error propagation. If any one of the conditions is not satisfied,
we repeat Step q− 1 with the next P incoming pilot symbols
using the estimated TOAs, power control factors, and Uq−2

obtained in Step q − 2. These three conditions are:
1. the value Γ(k)

q for the kth user is larger than zero. Since
Γ(k)

q is an estimate of∫ Tc+T̂
(k)
A,q

T̂
(k)
A,q

(
h(k)(t)

)2

dt

which is positive, Γ(k)
q should also be positive. If not, it is due

to either synchronization errors or MUI and channel noise.
Because it is difficult to know which one is the actual reason,
we are required to repeat Step q − 1;

2. the minimum of
{
Γ(k)

q ; k = 1, 2, 3, · · · , Nu

}
in Step q

is larger than that in Step q − 1, namely,

min
{

Γ(k)
q

}
> min

{
Γ(k)

q−1

}
. (16)

This is because the goal of power control is that the BS
receives signals of equal power from different users. The kth

user which has the minimum of
{

Γ(k)
q−1

}
in Step q−1 should

has been allocated more transmission power in Step q and
hence should have larger Γ(k)

q . If it is not the case, it proves
that either error propagation exists or Γ(k)

q is corrupted by
MUI and channel noise;

3. the sum of received signal power to transmitted signal
power ratios of all the users in Step q is larger than that in
Step q−1. This condition is equivalent to the inequality shown
below

Nu∑
k=1

Γ(k)
q

Ω(k)
q

>

Nu∑
k=1

Γ(k)
q−1

Ω(k)
q−1

(17)

where Ω(k)
q is the power control factor in Step q. Because no

power control process before Step 1 and Step 2, Ω(k)
1 and Ω(k)

2

are set to be one for k ∈ {1, 2, · · · , Nu}. In each step, with
the shrink of uncertainty region, we should approach the actual
TOAs. Therefore, if the transmission power is the same, the
received signal power in Step q should be larger than that in
Step q−1. Since the transmission power of each user is under
power control, we propose to employ the ratio of the received
signal power to the transmission power to evaluate whether
the combined synchronization and power control process is
accurate or not.

If all the conditions above are satisfied, the BS arranges the
transmitted signal of the kth user to be

s
(k)
q+1(t) =

√
Ω(k)

q+1 s(k)
q (t − T̂

(k)
A,q) (18)

and proceed to do Step q + 1. In (18), s
(k)
q (t) and s

(k)
q+1(t)

denote the transmitted signals before and after Step q, respec-
tively. To make sure that average transmission power of all
the users with and without power control remains the same,
we have

1
Nu

Nu∑
k=1

Ω(k)
q = 1. (19)

Therefore, the power control factor Ω(k)
q+1 in (18) is obtained

by

Ω(k)
q+1 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1; q < 2⎡⎢⎢⎢⎢⎣ 1
Nu

(
q∏

v=2

Γ(k)
v

)
Nu∑
k=1

1
q∏

v=2

Γ(k)
v

⎤⎥⎥⎥⎥⎦
−1

; q ≥ 2.

(20)

The reason that
q∏

v=2

Γ(k)
v instead of only Γ(k)

q is used to

compute Ω(k)
q is because the transmission power of s

(k)
q (t)

is power controlled by the factor Ω(k)
q−1, which is computed

based on the information of Γ(k)
2 , Γ(k)

3 , · · · , and Γ(k)
q−1.

The algorithm will stop when the width of uncertainty
region is less than or equal to certain value, Δ, which is
denoted as synchronization accuracy.

IV. SIMULATION RESULTS

In this section, we present computer simulation results
to validate our designs. As in [13], we select the shape
of the pulse ω(t) to be the second derivative of a Gaus-
sian pulse, namely,

[
1 − 4π(t/τm)2

]
exp[−2π(t/τm)2], where

τm = 0.2877 ns. The signal sampling interval is 0.167 ns. The
bandwidth of the lowpass filter is 2.994 GHz. In all cases, the
random channels are generated according to [21].

In Fig. 2 and Fig. 3, we compare the BER performance of
ten-user d2TD-IR system with only perfect synchronization
(denoted as “PS" in the legend) and with perfect synchroniza-
tion and power control (denoted as “PSPC") in CM 1 and CM
4 UWB channels [21]. The system parameters are Tc = 10.688
ns, Ns = 8 for CM 1 UWB channels and Tc = 33.400 ns,
Ns = 8 for CM 4 UWB channels, respectively. From Fig.
2 and Fig. 3, it is observed that with perfect power control,
the error floors at high Eb/No reduce to below 10−6. This
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Fig. 2. BER versus Eb/No; comparison of ten-user d2TD-IR system after
combined, separated and perfect synchronization and power control in CM 1
UWB channels, where Tc = 10.688 ns, Ns = 8.
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Fig. 3. BER versus Eb/No; comparison of ten-user d2TD-IR system after
combined, separated and perfect synchronization and power control in CM 4
UWB channels, where Tc = 33.400 ns, Ns = 8.

is because the error floors are due to MUI and power control
aims at reducing MUI.

In Fig. 2 and Fig. 3, we also compare the system BER
performance after the recursive algorithm of combined syn-
chronization and power control (Alg. C) with that after sep-
arated synchronization and power control (Alg. S), which
means the process after (13) in Step q is not fulfilled until the
synchronization is accomplished. In each step of synchroniza-
tion process, the width of uncertainty regions are reduced by
half (N = 2). Therefore, to achieve different synchronization
accuracy where Δ = 2Tc, Tc, Tc/2, and Tc/4, it is required
to perform 1, 2, 3, and 4 steps of Alg. C and Alg. S,
respectively. In synchronization and power control, the number
of pilot symbols for the two algorithms is related with the
parameter P . We select P = 60 for Alg. C and P = 600
for Alg. S, respectively. From Fig. 2 and Fig. 3, it is observed
that the system employing Alg. C performs slightly worse than
that employing Alg. S when Eb/No is low. This is because at
above situation, error propagation is severe and our proposed
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Fig. 4. MAT versus Eb/No; ten-user d2TD-IR system after combined and
separated synchronization and power control in CM 1 UWB channels, where
Tc = 10.688 ns, Ns = 8.
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Fig. 5. MAT versus Eb/No; ten-user d2TD-IR system after combined and
separated synchronization and power control in CM 4 UWB channels, where
Tc = 33.400 ns, Ns = 8.

Alg. C may fail. However, at such low Eb/No, both algorithms
only achieve a BER of 0.5 ∼ 7×10−2, which is not applicable
for most communication systems. When Eb/No is high, the
system employing Alg. C performs much better than that
employing Alg. S. It is also found that BER performance of
the system employing Alg. C when Δ = Tc/4 gets very close
to that under perfect synchronization and power control.

Compared with non-recursive Alg. S, the recursive Alg. C
has a property that the acquisition time is not deterministic. To
examine the efficiency of our proposed algorithm, we compute
the mean acquisition time (MAT) for the d2TD-IR system. In
this letter, the MAT is defined as the average time duration,
or (average number of pilot symbols) × (symbol duration), to
achieve the required synchronization accuracy over different
channel realizations. The MAT at various Eb/No for the simu-
lations in CM 1 and CM4 UWB channels are plotted in Fig. 4
and Fig. 5, respectively. It is noticed that the MAT remains the
same for Alg. S and it reduces exponentially with the increase
of Eb/No for Alg. C when Δ = Tc, Tc/2, and Tc/4. When
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Eb/No > 14 dB, the BER and MAT performance curves show
that Alg. C outperforms Alg. S. At Eb/No of 24 dB, to achieve
Δ = Tc/4 only requires MAT of about 1.37 ms (or about 1602
pilot symbols) on average for Alg. C in CM 1 UWB channels
and about 4.30 ms (or about 1608 pilot symbols) in CM 4
UWB channels, respectively.

V. CONCLUSIONS

In this letter, we have proposed a recursive algorithm of
combined synchronization and power control for the d2TD-
IR system. The computer simulation results have shown that
when Δ = Tc/4, the proposed algorithm is capable of
achieving similar performance of the system under perfect
synchronization and perfect power control. It is also found
that the proposed algorithm is much more efficient than the
algorithm, in which synchronization and power control are
performed separately.
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