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Optimal Training Sequences for Channel Estimation in
Bi-Directional Relay Networks with Multiple Antennas
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Abstract—In this letter, we consider a bi-directional relay net-
work in which two users, U1 and U2, exchange their information
via a relay station, RS. Multiple antennas are deployed at both
users and at RS. Single carrier cyclic prefix (SCCP) is used
to combat intersymbol interference (ISI) in frequency-selective
fading channels. The transmission process is divided into two
time slots. At the first time slot, both users send their information
to RS concurrently. RS then amplifies and broadcasts its received
signals at the second time slot. We propose an algorithm to
estimate the channel information at end users based on the least-
square (LS) principle. To further minimize the mean square
error (MSE) of the estimate, a method to design the optimal
training sequences is also proposed. Simulation results show that
the performance achieved by our optimal design is close to that
with perfect channel information.

Index Terms—Bi-directional relay networks, channel estima-
tion, training signal design, Zadoff-Chu sequences.

I. INTRODUCTION

B I-DIRECTIONAL relay networks have attracted increas-
ing research attention due to their capability to improve

spectral efficiency upon one-way relaying networks [1]. The
scenario for both kinds of networks is that two users, U1 and
U2, exchange information via a relay station, RS. In con-
ventional one-way relay networks, 4 time slots are needed to
accomplish one information exchange process [2]. In contrast,
bi-directional relay networks require only 2 time slots to carry
out an information exchange process. At the first time slot,
both users send their information to RS on the same frequency
band. RS receives a superposition of the signals transmitted
from the two users. RS then, at the second time slot, amplifies
its received signals and transmits it back to the end users. The
end users, after receiving the signals from RS, subtract their
own signals and perform the detection process to recover the
data transmitted from the other party.
Multi-antenna transmission over multi-input multi-output
(MIMO) channels has been proved to be effective in com-
bating multipath fading, as well as in increasing the channel
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capacity. Hence, in [3], authors consider a bi-directional relay
network which works in flat-fading channels and deploys
multiple antennas at both users and at RS as well. A linear
spatial filter is designed at RS to separate the signals from two
users when RS transmits at the second time slot. This method
demands that i) the channel information from two users to RS
has to be available at RS and ii) the number of antennas at
RS must be at least equal to the summation of the numbers
of antennas of two users. The above two requirements may
place a heavy burden on RS.

When systems operate in frequency-selective fading channels,
intersymbol interference (ISI) may arise. The single carrier
cyclic prefix (SCCP) [4], a block-based transmission scheme,
is a promising one to suppress ISI. Moreover, SCCP enjoys
a low peak-to-average power ratio (PAPR) as compared with
multi-carrier schemes. Hence, we consider SCCP in our sys-
tems.

In this letter, we consider the channel estimation problem in
bi-directional relay networks with multiple antennas at RS and
both users. The channel estimation is performed at each of
the two end users but not at RS. By doing so, we do not
require a large number of antennas at RS; moreover, RS only
forwards the signals it receives without any further processing
which simplifies the computations at RS. The least-square
(LS) principle is applied to estimate the channel information.
Based on the mean-square error (MSE) criterion, an optimal
method is proposed to design the training signals. Instead of
separately estimating the channels (i.e., the channels from U1

to RS and those from U2 to RS), we estimate the composite
channels resulting from the nature of signaling [5]. More
specifically, we have two kinds of composite channels. The
first one consists of overall channels from one user to RS and
from RS back to itself. The second one is the overall channel
from the remaining user to RS and from RS to the interested
user.

The rest of the letter is structured as follows. Section II
describes the system model. A channel estimation method
is presented based on the LS principle in Section III. In
this section, the MSE of channel estimate is derived. The
requirements on training signals to minimize MSE are stated.
Section IV provides the optimal training signal design method.
Simulation results are given in Section V and necessary
derivations are given in Appendix.

Notations: The capital bold letters denote matrices and the
small bold letters denote row/column vectors. Transpose,
Hermitian transpose of a vector/matrix are denoted by (⋅)𝒯 and
(⋅)ℋ, respectively. The identity matrix of size 𝑁 is denoted
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by 𝑰𝑁 . 0𝑚,𝑛 stands for a zero matrix of size 𝑚 × 𝑛 and
𝑛-order zero matrix is denoted by 0𝑛. 1𝑚×𝑛 is a 𝑚 × 𝑛
matrix of all ones. For a matrix 𝑩, [𝑩]𝑚,𝑛 is the (𝑚,𝑛)th
element of 𝑩. 퓓(𝒃) is a diagonal matrix whose diagonal
entries are from vector 𝒃. ⊙ is the Hadamard product. ∥⋅∥
is the Frobenius norm. 𝑾 is the discrete Fourier transform
(DFT) matrix of size 𝑁 with [𝑾 ]𝑚,𝑛 =

1√
𝑁
exp{−𝑗 2𝜋𝑚𝑛

𝑁 },
𝑚,𝑛 = 0, . . . , 𝑁 − 1. Convolution of two vectors 𝒂 and 𝒃 is
denoted as 𝒂 ∗ 𝒃. 𝔼{⋅} denotes expectation operation.

II. SYSTEM MODEL

Let us consider a bi-directional relay network in which the
number of antennas at each user is 𝑁𝑡 and the number of
antennas at RS is 𝑁𝑟, 𝑁𝑟 ≥ 𝑁𝑡. At this section and the first
half of the next section, for the ease of presentation, we con-
sider the case of 𝑁𝑡 = 2. The results for other scenarios will
be generalized from this consideration later on. The channel
between the 𝑘th antenna of U1 and the 𝑚th antenna of RS
is denoted by 𝒉

(1)
𝑚,𝑘 =

[
ℎ
(1)
𝑚,𝑘(0) ⋅ ⋅ ⋅ ℎ

(1)
𝑚,𝑘(𝐿 − 1)]𝒯 ∈ ℂ𝐿×1

where 𝑚 = 1, . . . , 𝑁𝑟, 𝑘 = 1, 2 and 𝐿 is the channel length.
The corresponding channel fromU2 to RS is denoted by 𝒉

(2)
𝑚,𝑘.

Each element ℎ
(𝑢)
𝑚,𝑘(𝑙) ∼ 𝒞𝒩 (

0, 𝜎(𝑢)(𝑙)
)

where 𝑢 = 1, 2 and
𝑙 = 0, . . . , 𝐿− 1. The training signal vectors transmitted from
the 𝑘th antenna of U1 and U2 are denoted by 𝒔

(1)
𝑘 and 𝒔

(2)
𝑘 ,

respectively. The vector 𝒔(𝑢)𝑘 satisfies 𝔼{∥𝒔(𝑢)𝑘 ∥2} = 𝑁𝐸𝑠.
At Phase 1, those vectors, 𝒔(𝑢)𝑘 ’s, are CP-added with CP

length 𝐿CP before transmission, 𝐿CP ≥ (𝐿 − 1). The re-
ceived signal vector at the 𝑚th antenna of RS (after CP
removal) is denoted by 𝒚𝑚. If we construct a vector 𝒚 ≜
[𝒚𝒯

1 ⋅ ⋅ ⋅ 𝒚𝒯
𝑚 ⋅ ⋅ ⋅ 𝒚𝒯

𝑁𝑟
]𝒯 ∈ ℂ𝑁𝑁𝑟×1, this vector can be written

as follows

𝒚 =𝑯(1)𝒔(1) +𝑯(2)𝒔(2) + 𝒏, (1)

where 𝒔(1) =
[
(𝒔

(1)
1 )𝒯 (𝒔(1)2 )𝒯

]𝒯
, 𝒔(2) =

[
(𝒔

(2)
1 )𝒯 (𝒔(2)2 )𝒯

]𝒯
,

𝒏 =
[
𝒏𝒯

1 ⋅ ⋅ ⋅ 𝒏𝒯
𝑚 ⋅ ⋅ ⋅ 𝒏𝒯

2

]𝒯
and

𝑯(1) =

⎡
⎢⎢⎣

𝑯
(1)
1,1 𝑯

(1)
1,2

...
...

𝑯
(1)
𝑁𝑟,1

𝑯
(1)
𝑁𝑟,2

⎤
⎥⎥⎦ ∈ ℂ

𝑁𝑁𝑟×2𝑁 , (2)

𝑯(2) =

⎡
⎢⎢⎣

𝑯
(2)
1,1 𝑯

(2)
1,2

...
...

𝑯
(2)
𝑁𝑟,1

𝑯
(2)
𝑁𝑟,2

⎤
⎥⎥⎦ ∈ ℂ

𝑁𝑁𝑟×2𝑁 . (3)

The matrix 𝑯
(𝑢)
𝑚,𝑘 is a circulant matrix with[

ℎ
(𝑢)
𝑚,𝑘(0) ℎ

(𝑢)
𝑚,𝑘(1) ⋅ ⋅ ⋅ ℎ

(𝑢)
𝑚,𝑘(𝐿 − 1) 01×(𝑁−𝐿)

]𝒯
as its

first column. The noise vector 𝒏𝑚 is a complex Gaussian
random vector with zero mean and covariance matrix
𝔼
{
𝒏𝑚𝒏ℋ

𝑚

}
= 𝑁0𝑰𝑁 . The vector 𝒚 is then amplified by a

real coefficients 𝛼 such that 𝛼2
𝔼
{
𝒚ℋ𝒚

}
= 𝑁𝑟 × 𝑁𝐸𝑟. The

coefficient 𝛼 is given in (4) on the top of next page.
The vector 𝛼𝒚𝑚 is CP-added with CP length 𝐿CP before being
broadcasted back to U1 and U2. Without loss of generality,
only the channel estimation problem at U1 is considered. A
similar procedure can be applied at U2.
Let 𝒓

(1)
𝑘 and 𝒏

(1)
𝑘 are the received signal and noise vec-

tor at the 𝑘th antenna of U1 at Phase 2, 𝑘 = 1, 2 and

𝒏
(1)
𝑘 ∼ 𝒞𝒩 (0𝑁×1, 𝑁0𝑰𝑁 ). If we construct a vector 𝒓(1) ≜[
(𝒓

(1)
1 )𝒯 (𝒓

(1)
2 )𝒯

]𝒯
, it is given by

𝒓(1) = 𝛼퓗(1)𝑯(1)𝒔(1) + 𝛼퓗(1)𝑯(2)𝒔(2)

+
(
𝛼퓗(1)𝒏+ 𝒏(1)

)
, (5)

where 𝒏(1) =
[
(𝒏

(1)
1 )𝒯 (𝒏

(1)
2 )𝒯

]𝒯
and

퓗(1) =

[
𝑯

(1)
1,1 ⋅ ⋅ ⋅ 𝑯

(1)
𝑚,1 ⋅ ⋅ ⋅ 𝑯

(1)
𝑁𝑟,1

𝑯
(1)
1,2 ⋅ ⋅ ⋅ 𝑯

(1)
𝑚,2 ⋅ ⋅ ⋅ 𝑯

(1)
𝑁𝑟,2

]
∈ ℂ

2𝑁×𝑁𝑁𝑟 . (6)

The circulant matrices, 𝑯
(𝑢)
𝑚,𝑘’s, can be decomposed

as 𝑯
(𝑢)
𝑚,𝑘 = 𝑾ℋΛ

(𝑢)
𝑚,𝑘𝑾 where Λ

(𝑢)
𝑚,𝑘 =

diag
{
𝐻

(𝑢)
𝑚,𝑘(0), ⋅ ⋅ ⋅ , 𝐻(𝑢)

𝑚,𝑘(𝑣), ⋅ ⋅ ⋅ , 𝐻(𝑢)
𝑚,𝑘(𝑁 − 1)

} ∈ ℂ𝑁×𝑁

and 𝐻
(𝑢)
𝑚,𝑘(𝑣) =

∑𝐿−1
𝑙=0 ℎ

(𝑢)
𝑚,𝑘(𝑙)𝑒

−𝑗 2𝜋𝑣𝑙
𝑁 . It is easy to see that

the product of 𝑯(𝑢1)
𝑚1,𝑘1

, 𝑯(𝑢2)
𝑚2,𝑘2

and 𝛼 can be written as

𝛼𝑯
(𝑢1)
𝑚1,𝑘1

𝑯
(𝑢2)
𝑚2,𝑘2

=𝑾ℋ𝛼Λ
(𝑢1)
𝑚1,𝑘1

Λ
(𝑢2)
𝑚2,𝑘2

𝑾 , (7)

where 𝑘1, 𝑘2, 𝑢1, 𝑢2 = 1, 2 and 𝑚1,𝑚2 = 1, . . . , 𝑁𝑟.
The right hand side (RHS) of (7), with the condition
(2𝐿 − 1) ≤ 𝑁 , can be regarded as the decomposi-
tion of a circular matrix which has the first column as[(
𝒉
(𝑢1,𝑢2)
(𝑚1,𝑘1),(𝑚2,𝑘2)

)𝒯
01×(𝑁−2𝐿+1)

]𝒯
, 𝒉

(𝑢1,𝑢2)
(𝑚1,𝑘1),(𝑚2,𝑘2)

≜
𝛼
(
𝒉
(𝑢1)
𝑚1,𝑘1

∗ 𝒉
(𝑢2)
𝑚2,𝑘2

)
. Based on (2), (5) and (6), we have

three composite channels resulting from 𝛼퓗(1)𝑯(1): 𝒉1 =∑𝑁𝑟

𝑚=1 𝒉
(1,1)
(𝑚,1),(𝑚,1), 𝒉2 =

∑𝑁𝑟

𝑚=1 𝒉
(1,1)
(𝑚,2),(𝑚,1) and 𝒉3 =∑𝑁𝑟

𝑚=1 𝒉
(1,1)
(𝑚,2),(𝑚,2). Similarly, 𝛼퓗(1)𝑯(2) provides us the

following four composite channels: 𝒉4 =
∑𝑁𝑟

𝑚=1 𝒉
(1,2)
(𝑚,1),(𝑚,1),

𝒉5 =
∑𝑁𝑟

𝑚=1 𝒉
(1,2)
(𝑚,1),(𝑚,2), 𝒉6 =

∑𝑁𝑟

𝑚=1 𝒉
(1,2)
(𝑚,2),(𝑚,1) and

𝒉7 =
∑𝑁𝑟

𝑚=1 𝒉
(1,2)
(𝑚,2),(𝑚,2).

If 𝒓(1)1 and 𝒓
(1)
2 are pre-multiplied with 𝑾 , we obtain

𝒛(1) =
(
𝑰2 ⊗𝑾

)
𝒓(1) = 𝑺(1)𝒈 + 𝑺(2)𝒒 +𝒘(1), (8)

where 𝒈 =
[
𝒉𝒯
1 𝒉𝒯

2 𝒉𝒯
3

]𝒯
, 𝒒 =

[
𝒉𝒯
4 𝒉𝒯

5 𝒉𝒯
6 𝒉𝒯

7

]𝒯
, 𝒘(1) =

(𝑰2⊗𝑾 )
(
𝛼퓗(1)𝒏+𝒏(1)

)
, 퓓(𝑢)

𝑘 = diag
{
𝑾𝒔

(𝑢)
𝑘

}
for 𝑢, 𝑘 =

1, 2, and

𝑺(1) =

[
퓓(1)

1 𝑭 퓓(1)
2 𝑭 0𝑁×(2𝐿−1)

0𝑁×(2𝐿−1) 퓓(1)
1 𝑭 퓓(1)

2 𝑭

]
, (9)

𝑺(2) =

[
퓓(2)

1 𝑭 0𝑁×(2𝐿−1) 퓓(2)
2 𝑭 0𝑁×(2𝐿−1)

0𝑁×(2𝐿−1) 퓓(2)
1 𝑭 0𝑁×(2𝐿−1) 퓓(2)

2 𝑭

]
.(10)

where 𝑭 is the first (2𝐿− 1) columns of matrix
√
𝑁𝑾 . The

noise vector 𝒘(1) is a complex Gaussian random vector with
zero mean and covariance matrix Σ = 𝑁0

(
𝛼2Φ+𝑰2𝑁

)
where

Φ =

[ ∑𝑁𝑟

𝑚=1∣Λ(1)
𝑚,1∣2

∑𝑁𝑟

𝑚=1 Λ
(1)
𝑚,1

(
Λ

(1)
𝑚,2

)ℋ∑𝑁𝑟

𝑚=1 Λ
(1)
𝑚,2

(
Λ

(1)
𝑚,1

)ℋ ∑𝑁𝑟

𝑚=1∣Λ(1)
𝑚,2∣2

]
. (11)

Equation (8) can be written in another form as

𝒛(1) = 𝑺𝒌 +𝒘(1), (12)

where 𝑺 =
[
𝑺(1) 𝑺(2)

] ∈ ℂ2𝑁×7(2𝐿−1) and 𝒌 =[
𝒈𝒯 𝒒𝒯 ]𝒯 ∈ ℂ7(2𝐿−1).
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𝛼 =

√
𝐸𝑟(∑2

𝑘=1

∑𝑁𝑟

𝑚=1

∑𝐿−1
𝑙=0 𝜎

(1)
𝑚,𝑘(𝑙) +

∑2
𝑘=1

∑𝑁𝑟

𝑚=1

∑𝐿−1
𝑙=0 𝜎

(2)
𝑚,𝑘(𝑙)

)
𝐸𝑆 +𝑁0

. (4)

III. LEAST-SQUARE (LS) CHANNEL ESTIMATION

The LS principle is applied to (12) to get the estimated �̂�
of 𝒌 as follows

�̂� ≜ 𝑺†𝒛(1) = 𝒌 + 𝑺†𝒘(1), (13)

where 𝑺† ≜
(
𝑺ℋ𝑺

)−1
𝑺ℋ is the Moore-Penrose pseudo-

inverse of 𝑺. According to the LS principle, the number of
rows of 𝑺 should be greater than its number of columns, i.e.,
𝐿 < (2𝑁 + 7)/14. The MSE of the estimation is defined as
MSE ≜ 𝔼

{
(𝒌 − �̂�)ℋ(𝒌 − �̂�)

}
and it is determined for two

cases. The first case is that the channel statistics are available
at U1. The second one is that such information is unavailable.
Case 1: In this case, MSE is written as

MSE = 𝑁0𝛼
2tr

{
𝑺†

𝔼{Φ}(𝑺†)ℋ
}
+𝑁0tr

{
(𝑺ℋ𝑺)−1

}
.(14)

We have

𝔼
{∣𝐻(1)

𝑚,𝑘(𝑣)∣2
}
=

𝐿−1∑
𝑙1=0

𝐿−1∑
𝑙2=0

𝔼
{
ℎ
(1)
𝑚,𝑘(𝑙1)(ℎ

(1)
𝑚,𝑘(𝑙2))

∗}𝑒−𝑗
2𝜋𝑣(𝑙1−𝑙2)

𝑁 =

𝐿−1∑
𝑙=0

𝜎(1)(𝑙),

(15)

for 𝑚 = 1, . . . , 𝑁𝑟, 𝑘 = 1, 2 and 𝑣 = 0, . . . , 𝑁 − 1. Besides,

𝔼
{
𝐻

(1)
𝑚1,𝑘1

(𝑣)(𝐻
(1)
𝑚2,𝑘2

(𝑣))∗
}
=

𝐿−1∑
𝑙1=0

𝐿−1∑
𝑙2=0

𝔼
{
ℎ
(1)
𝑚1,𝑘1

(𝑙1)(ℎ
(1)
𝑚2,𝑘2

(𝑙2))
∗𝑒−𝑗

2𝜋𝑣(𝑙1−𝑙2)
𝑁

}
= 0,(16)

if 𝑚1 ∕= 𝑚2 or 𝑘1 ∕= 𝑘2, 𝑚1,𝑚2 = 1, . . . , 𝑁𝑟 and
𝑘1, 𝑘2 = 1, 2. Therefore, we have 𝔼

{∑𝑁𝑟

𝑚=1∣Λ(1)
𝑚,1∣2

}
= 𝔼

{∑𝑁𝑟

𝑚=1∣Λ(1)
𝑚,2∣2

}
= 𝑁𝑟

(∑𝐿−1
𝑙=0 𝜎(1)(𝑙)

)
𝑰𝑁 and

𝔼
{∑𝑁𝑟

𝑚=1 Λ
(1)
𝑚,1(Λ

(1)
𝑚,2)

ℋ}
= 𝔼

{∑𝑁𝑟

𝑚=1 Λ
(1)
𝑚,2(Λ

(1)
𝑚,1)

ℋ}
= 0𝑁 . Hence, we obtain 𝔼{Φ} = 𝑁𝑟

(∑𝐿−1
𝑙=0 𝜎(1)(𝑙)

)
𝑰2𝑁 . In

other words, (14) can be written as

MSE = 𝑁0

(
𝛼2𝑁𝑟

(𝐿−1∑
𝑙=0

𝜎(1)(𝑙)
)
+ 1

)
tr
{
(𝑺ℋ𝑺)−1

}
. (17)

We observe from (17) that minimizing the MSE is equivalent
to minimizing 𝐽 ≜ tr

{
(𝑺ℋ𝑺)−1

}
.

Case 2: In this case, MSE is written as

MSE = 𝑁0𝛼
2tr

{
𝑺†Φ(𝑺†)ℋ

}
+𝑁0tr

{
(𝑺ℋ𝑺)−1

}
. (18)

To minimize the second term on RHS of (18), 𝐼2 ≜
𝑁0tr

{
(𝑺ℋ𝑺)−1

}
, we must minimize the quantity 𝐽 . The

first term on RHS of (18), 𝐼1 ≜ 𝑁0𝛼
2tr

{
𝑺†Φ(𝑺†)ℋ

}
, can

be written in another form as 𝐼1 = 𝑁0𝛼
2tr

{
(𝑺†)ℋ𝑺†Φ

}
.

In Appendix, we prove that (𝑺†)ℋ𝑺† and Φ are positive
definite and positive semidefinite, respectively. Hence, from
[6, Theorem 6.5.3], we have

𝐼1 ≤ 𝑁0𝛼
2tr{Φ}tr{(𝑺†)ℋ𝑺†} = 𝑁0𝛼

2tr{Φ}tr{(𝑺ℋ𝑺)−1}.
(19)

It is observed that 𝐼1 depends on channel realizations. Based
on (19), minimizing 𝐼1 can be done by minimizing its upper
limit. In other words, we also minimize quantity 𝐽 as defined
in Case 1.
In summary, the optimal training signal vectors transmit-
ted from U1 and U2 are the ones that minimize 𝐽 =
tr{(𝑺ℋ𝑺)−1}. These vectors must satisfy the following the-
orem.

Theorem 1: The training signal vectors 𝒔(𝑢)𝑘 for 𝑢, 𝑘 = 1, 2,
which minimize MSE, must be designed to satisfy the follow-
ing condition for 𝑢1, 𝑢2, 𝑘1, 𝑘2 = 1, 2

𝑪
(𝑢1,𝑢2)
𝑘1,𝑘2

≜ 𝑭ℋ(퓓(𝑢1)
𝑘1

)ℋ퓓(𝑢2)
𝑘2

𝑭

=

{
02𝐿−1 if 𝑢1 ∕= 𝑢2 or 𝑘1 ∕= 𝑘2
𝑁𝐸𝑠𝑰2𝐿−1 if 𝑢1 = 𝑢2 and 𝑘1 = 𝑘2

. (20)

Proof: We define 𝑨−1 at the top of next page. If we
apply an inequality1 in [7], we have 𝐽 ≥ ∑7(2𝐿−1)−1

𝑙=0 [𝑨]−1
𝑙,𝑙

where the equality holds if and only if 𝑨 is a diagonal matrix.
From the expression of 𝑨, we observe that 𝑪(𝑢1,𝑢2)

𝑘1,𝑘2
must be

02𝐿−1 if 𝑢1 ∕= 𝑢2 or 𝑘1 ∕= 𝑘2. For the cases that 𝑢1 = 𝑢2 and
𝑘1 = 𝑘2, 𝑪(𝑢1,𝑢2)

𝑘1,𝑘2
’s, first of all, must be diagonal matrices.

Hence, 𝐽 is written as

𝐽 ≥
(2𝐿−1)−1∑

𝑙=0

([
𝑪

(1,1)
1,1

]−1

𝑙,𝑙
+
[
𝑪

(1,1)
2,2

]−1

𝑙,𝑙
+ 2

[
𝑪

(2,2)
1,1

]−1

𝑙,𝑙

+ 2
[
𝑪

(2,2)
2,2

]−1

𝑙,𝑙
+
[
𝑪

(1,1)
2,2 +𝑪

(1,1)
1,1

]−1

𝑙,𝑙

)
. (22)

Now we apply a well-known inequality that the arithmetic
mean of 𝑛 numbers is greater or equal than the geometric
mean with equality holds if all numbers are equal. Therefore,
to further minimize 𝐽 , it is easy to deduce from (22) that
𝑪

(𝑢1,𝑢2)
𝑘1,𝑘2

with 𝑢1 = 𝑢2 and 𝑘1 = 𝑘2 must be weighted identity

matrices. With the power of 𝒔
(𝑢)
𝑘 , 𝑢, 𝑘 = 1, 2, is 𝑁𝐸𝑠, it is

straightforward to derive the result 𝑪
(𝑢1,𝑢2)
𝑘1,𝑘2

= 𝑁𝐸𝑠𝑰2𝐿−1

with 𝑢1 = 𝑢2 and 𝑘1 = 𝑘2. This provides us 𝐽min = (2𝐿 −
1) 13

2𝑁𝐸𝑠
.

Several remarks on generalization of the above results for the
case with 𝑁𝑡 > 2 are as follows:
Remark 1: The constraint on 𝐿 as stated by the least-square
estimation is 𝐿 < 2𝑁+3𝑁𝑡+1

2(3𝑁𝑡+1) .
Remark 2: Theorem 1 on the requirements of training signal
vectors is also applicable for 𝑁𝑡 > 2. Proof for the general
case is also the same. For 𝑁𝑡 > 2, we have 𝐽min = (2𝐿 −
1)

5𝑁2
𝑡 +3𝑁𝑡

4𝑁𝐸𝑠
. In case the channel statistics are available at U1,

we have MSEmin = 𝑁0

(
𝛼2𝑁𝑟

(∑𝐿−1
𝑙=0 𝜎(1)(𝑙)

)
+ 1

)× (2𝐿−
1)

5𝑁2
𝑡 +3𝑁𝑡

2𝑁𝐸𝑠
. In case channel statistics are unavailable, we have

the minimum of second term 𝐼2 as 𝐼2,min = 𝑁0 × (2𝐿 −
1)

5𝑁2
𝑡 +3𝑁𝑡

4𝑁𝐸𝑠
.

1For a 𝑛 × 𝑛 positive definite matrix 𝑨, we have tr{𝑨−1} ≥∑𝑛
𝑖=1([𝑨]𝑖,𝑖)

−1 and the equality holding if and only if 𝑨 is diagonal
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𝑨−1 ≜
(
𝑺ℋ𝑺

)−1
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑪
(1,1)
1,1 𝑪

(1,1)
1,2 02𝐿−1 02𝐿−1 02𝐿−1 02𝐿−1 02𝐿−1

𝑪
(1,1)
2,1 𝑪

(1,1)
2,2 +𝑪

(1,1)
1,1 𝑪

(1,1)
1,2 𝑪

(1,2)
2,1 𝑪

(1,2)
1,1 𝑪

(1,2)
2,2 𝑪

(1,2)
1,2

02𝐿−1 𝑪
(1,1)
2,1 𝑪

(1,1)
2,2 02𝐿−1 𝑪

(1,2)
2,1 02𝐿−1 𝑪

(1,2)
2,2

𝑪
(2,1)
1,1 𝑪

(2,1)
1,2 02𝐿−1 𝑪

(2,2)
1,1 02𝐿−1 𝑪

(2,2)
1,2 02𝐿−1

02𝐿−1 𝑪
(2,1)
1,1 𝑪

(2,1)
1,2 02𝐿−1 𝑪

(2,2)
1,1 02𝐿−1 𝑪

(2,2)
1,2

𝑪
(2,1)
2,1 𝑪

(2,1)
2,2 02𝐿−1 𝑪

(2,2)
2,1 02𝐿−1 𝑪

(2,2)
2,2 02𝐿−1

02𝐿−1 𝑪
(2,1)
2,1 𝑪

(2,1)
2,2 02𝐿−1 𝑪

(2,2)
2,1 02𝐿−1 𝑪

(2,2)
2,2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−1

. (20)

Remark 3: Another quantity that can be used to evaluate
the effectiveness of an unbiased estimator is the Cramér-
Rao Lower Bound (CRLB). The derivations of CRLB is
omitted due to space constraint and the result is CRLB(𝒌) =
tr
{(

𝑺ℋΣ−1𝑺
)−1}

. The CRLB varies from channel realiza-
tions to channel realizations; hence, in Section V, we use
the average CRLB which is the average of many individual
CRLBs.

IV. OPTIMAL TRAINING SEQUENCE DESIGN

In this section we present our proposed design using special
sequences known as Zadoff-Chu sequences [8]. Zadoff-Chu
sequences have been applied in training design problems in
conventional MIMO systems [9, 10] and can be considered as
generalized chirp-like polyphase sequences [11]. The general
expression of 𝑀 -length Zadoff-Chu sequences is given by

𝑥(𝑛) =

{
𝑒−𝑗 𝜋𝐺𝑛(𝑛+2𝑔)

𝑀 𝑛 = 0, 1, . . . ,𝑀 − 1; 𝑀 is even

𝑒−𝑗 𝜋𝐺𝑛(𝑛+1+2𝑔)
𝑀 𝑛 = 0, 1, . . . ,𝑀 − 1; 𝑀 is odd

,

(23)

where 𝑔 and 𝐺 are integer in which 𝐺 is an integer relatively
prime to 𝑀 . We have the following theorem to design 𝒔

(𝑢)
𝑘 ’s.

Theorem 2: Suppose we have a 𝑁/𝑈 -length Zadoff-Chu
sequence 𝒙 (𝑁/𝑈 and 𝑈 are both integer numbers), ∥𝒙∥2 =
(𝑁/𝑈)𝐸𝑠. Let 𝒅𝑖 = 𝒅0 ⊙ 𝒆𝑖 where 𝑖 = 1, . . . , 𝑈 − 1, 𝒆𝑖 =[
1 𝑒𝑗

2𝜋𝑖
𝑁 ⋅ ⋅ ⋅ 𝑒𝑗

2𝜋(𝑁−1)𝑖
𝑁

]𝒯
and 𝒅0 = 1𝑈×1 ⊗ 𝒙. The training

sequences from U1 and U2 can be chosen from 2𝑁𝑡 different
sequences belonging to {𝒅𝑖}𝑈−1

𝑖=0 (𝑈 ≥ 2𝑁𝑡). By doing so, we
have a new constraint on 𝐿 as 𝐿 < (𝑁 + 2𝑈)/𝑈 .

Proof: The 𝑘th element of DFT of 𝒅𝑖, 𝑑𝑖,𝑓 (𝑘), equals√
𝑈𝑥𝑓

(
(𝑘 − 𝑖)/𝑈

)
if 𝑘 belongs to a index set 𝒮𝑖 =

{𝑖, 𝑖 + 𝑈, . . . , 𝑖 + (𝑁/𝑈 − 1)𝑈} and 0 elsewhere; 𝑥𝑓 (𝑘),
𝑘 = 0, ⋅ ⋅ ⋅ , 𝑁/𝑈 − 1, is the 𝑘th element of DFT of 𝒙.

Two arbitrary training signal vectors 𝒔
(𝑢1)
𝑘1

and 𝒔
(𝑢2)
𝑘2

,
𝑢1 ∕= 𝑢2 or 𝑘1 ∕= 𝑘2, are two distinct vectors belong-
ing to the set {𝒅𝑖}𝑈−1

𝑖=0 . The intersection between these
two vectors’ index sets is the null set. Hence, 𝑪

(𝑢1,𝑢2)
𝑘1,𝑘2

=

𝑭ℋ(퓓(𝑢1)
𝑘1

)ℋ퓓(𝑢2)
𝑘2

𝑭 = 02𝐿−1. Suppose that the train-
ing signal vector at antenna 𝑘 of user 𝑢 is 𝒅𝑖. Hence,[
(퓓(𝑢)

𝑘 )ℋ퓓(𝑢)
𝑘

]
𝑙,𝑙
= 𝑈𝐸𝑠 if 𝑙 ∈ 𝒮𝑖. The (𝑝, 𝑞) element of[

𝑪
(𝑢,𝑢)
𝑘,𝑘

]
𝑝,𝑞

, 𝑝, 𝑞 = 0, 1, . . . , 2𝐿− 2, is calculated as[
𝑪

(𝑢,𝑢)
𝑘,𝑘

]
𝑝,𝑞
= 𝑈𝐸𝑠

∑
𝑙∈S𝑖

𝑒𝑗
2𝜋𝑝𝑙
𝑁 𝑒−𝑗 2𝜋𝑞𝑙

𝑁

=

{
𝑁𝐸𝑠 if 𝑝 = 𝑞

𝑈𝐸𝑠𝑒
𝑗
2𝜋𝑖(𝑝−𝑞)

𝑁 × 𝑒𝑗2𝜋(𝑝−𝑞)−1

𝑒𝑗
2𝜋𝑈(𝑝−𝑞)

𝑁 −1
if 𝑝 ∕= 𝑞 . (24)
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Fig. 1. MSE performance of channel estimation for the case when 𝑁𝑡 =
𝑁𝑟 = 2, 𝜉 = 0dB.

If 𝑝 ∕= 𝑞, we have 0 < ∣𝑝 − 𝑞∣ ≤ 2𝐿 − 2. According to
Theorem 1,

[
𝑪

(𝑢,𝑢)
𝑘,𝑘

]
𝑝,𝑞
= 0 if 𝑝 ∕= 𝑞. Based on the second

line of (24), it means (𝑒𝑗
2𝜋𝑈(𝑝−𝑞)

𝑁 − 1) ∕= 0. To satisfy this
condition, we have another restriction on 𝐿 as 𝐿 < 𝑁+2𝑈

2𝑈 .
This restriction shows that if we want to maximize the channel
length 𝐿, we must minimize 𝑈 under the condition that 𝑁/𝑈
is an integer.

V. SIMULATION RESULTS

In this section, we present the simulation results for our
system with 𝑁𝑡 = 𝑁𝑟 = 2. The size of training signal
vectors 𝑁 = 128. The channel response 𝒉

(𝑢)
𝑚,𝑘 has length

𝐿 and the uniform power delay profile is assumed. We
define the relative power gain factor between two links as

𝜉 ≜ 10 log
(∑𝐿−1

𝑙=0 𝜎(1)(𝑙)
∑𝐿−1

𝑙=0 𝜎(2)(𝑙)

)
in dB.

The channels are assumed to be constant over 20 time slots
in which 2 time slots are used for training purpose and the
left slots are used for data transmission. For data transmission,
QPSK signaling is used. We choose 𝐸𝑠 = 2 and define signal-
to-noise ratio (SNR) at U1 (and U2) as 𝐸𝑠/𝑁0 and SNR at
RS as 𝐸𝑟/𝑁0 which is 40dB in all our simulations.

Firstly, we consider a “symmetric” scenario, i.e., 𝜉 = 0dB.
In this case, both users have the same performances, thus the
results of U1 are given. As in Theorem 2, we must choose the
minimum value of 𝑈 but that value must satisfy the condition
that 𝑁/𝑈 is an integer. For 𝑁𝑡 = 2, we choose 𝑈 = 4. In
case 𝑁 = 128, the optimal design can support channel length
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Fig. 2. BER performance for the case when 𝑁𝑡 = 𝑁𝑟 = 2, 𝜉 = 0dB.
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Fig. 3. MSE performance of channel estimation at U1 for the case when
𝑁𝑡 = 𝑁𝑟 = 2, 𝜉 = 3dB.

𝐿 up to 𝐿1 = 16; meanwhile that of the LS method without
training design is 𝐿2 = 18.

Fig. 1 provides the MSE performance for two kinds of
training signals: i) our proposed optimal design and ii) random
design where elements of training vectors are randomly chosen
from QPSK constellation. From Fig. 1, it is observed that
when 𝐿 = 16, which lies in the range that our proposed
optimal design can handle, the MSE performance given by
our design outperforms the performance obtained by random
training vectors. When 𝐿 = 17, which is greater than the
maximum channel length supported by our optimal design, the
MSE performance of the optimal design is worse (compared
to that with 𝐿 = 16). Meanwhile, random design can still
provide better MSE performance when 𝐿 = 17 in the high-
SNR region. Random design only blows up when 𝐿 = 19
which is bigger than the maximum value 𝐿2. In this figure,
the average CRLB for different scenarios are also provided. It
is observed that the MSE of the channel estimation algorithm
is very close to CRLB. With the optimal design, the MSE and
CRLB curves are almost the same. BER performances are
illustrated in Fig. 2. The detection of signals transmitted from
U2 at U1 is as follows: firstly, U1 deducts its contribution in
the signals received from RS; then, U1 uses the Zero-Forcing
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Fig. 4. MSE performance of channel estimation at U2 for the case when
𝑁𝑡 = 𝑁𝑟 = 2, 𝜉 = 3dB.
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Fig. 5. BER performance of channel estimation at U1 for the case when
𝑁𝑡 = 𝑁𝑟 = 2, 𝜉 = 3dB.

(ZF) frequency domain equalizer to detect the signals of U2.
Similarly to MSE performances, if the channel length 𝐿 is in
the supported range of our proposed design, the obtained BER
performance is superior to the random design.

Secondly, we investigate an “asymmetric” scenario with
𝜉 = 3dB. In the following, we provide the performance of
both U1 and U2. The MSE performances for two kinds of
training signal vectors at U1 and U2 are given in Fig. 3 and
Fig. 4, respectively. The conclusions drawn in the “symmetric”
scenario are still applicable here. The BER performance at U1

and U2 are provided in Fig. 5 and Fig. 6, respectively. At both
users, the performance given by the optimal design is much
better than that of the random design in the supported range of
channel lengths. The performance given by the optimal design
is close to that given by perfect channel information.

VI. CONCLUSIONS

In this letter, channel estimation problem in a bi-directional
relay network with multiple antennas is investigated. The
LS principle is used to estimate the channel information.
Based on Zadoff-Chu sequence, an optimal training signal
design has been proposed to minimize the MSE of channel
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Fig. 6. BER performance of channel estimation at U2 for the case when
𝑁𝑡 = 𝑁𝑟 = 2, 𝜉 = 3dB.

estimate. Simulation results have shown that our proposed
design provides better performances in terms of MSE and BER
than the random design.

APPENDIX

In this appendix, we prove the positive semidefiniteness
of Φ and positive definiteness of (𝑺†)ℋ𝑺†. Matrix Φ is
given in (11). Clearly, two diagonal block matrices of Φ,∑𝑁𝑟

𝑚=1∣Λ(1)
𝑚,1∣2 and

∑𝑁𝑟

𝑚=1∣Λ(1)
𝑚,2∣2, are two positive definite

matrix. From [12, p. 89], Φ is a semidefinite matrix.
Based on the definition of 𝑺†, we have (𝑺†)ℋ𝑺† =
𝑺(𝑺ℋ𝑺)−1(𝑺ℋ𝑺)−1𝑺ℋ. We define 𝑽 ≜ (𝑺ℋ𝑺)−1. It is
observed that 𝑽 ℋ = 𝑽 . Let 𝒚 be an arbitrary non-zero vector
and we define 𝒙 ≜ 𝑺ℋ𝒚. The product 𝒚ℋ(𝑺†)ℋ𝑺†𝒚 can be

written as

𝒚ℋ(𝑺†)ℋ𝑺†𝒚 = 𝒙ℋ(𝑺ℋ𝑺)−1(𝑺ℋ𝑺)−1𝒙

= 𝒙ℋ𝑮ℋ𝑮𝒙 = ∥𝑮𝒙∥2 > 0, (A-1)

i.e., (𝑺†)ℋ𝑺† is a positive definite matrix.
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