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Abstract—In this paper, we are interested in the problem
of joint channel estimation and data detection for multi-input
multi-output (MIMO) interleaved frequency division multiple
access (IFDMA) systems. Although IFDMA is free from the
multiple access interference (MAI), it suffers from intersymbol
interference (ISI). MIMO-IFDMA system suffers from both
ISI and multi-stream interference (MSI). The block iterative
generalized decision feedback equalizer (BI-GDFE) is an iter-
ative and effective interference cancelation scheme which could
provide near maximum likelihood (ML) performance with very
low complexity. However, BI-GDFE needs the channel state
information (CSI). In this paper, we utilize the soft estimates of
the transmitted symbols provided by the BI-GDFE to estimate the
channel via an Expectation Maximization (EM)-based algorithm.
By doing so, a joint channel estimation and data detection re-
ceiver is developed. To evaluate the performance of the proposed
channel estimation algorithm, we derive the Cramér-Rao Lower
Bound (CRLB). Computer simulations show that the bit error
rate (BER) performance of the proposed joint channel estimation
and signal detection receiver can reach the performance of the
BI-GDFE with perfect CSI.

Index Terms—Multi-input Multi-ouput (MIMO), interleaved
frequency division multiple access (IFDMA), channel estimation,
expectation maximization (EM) algorithm.

I. INTRODUCTION

INTERLEAVED frequency division multiple access
(IFDMA) [1, 2] has been accepted as the uplink air-

interface for the third generation long term evolution cellular
mobile systems (3G LTE) [3, 4]. IFDMA is a new spread
spectrum multiple access scheme which combines the
advantages of spread spectrum and multi-carrier transmission.
In the multi-user scenarios, a set of sub-carriers is assigned
to each user. These sets of sub-carriers are orthogonal to each
other. Hence, no multiple access interference (MAI) arises
even when the transmission is under a severe frequency-
selective fading channel. At the receiver, user discrimination
is accomplished by using frequency division multiple access.
By selecting the sub-carriers associated to a particular user
from the set of equally-spaced sub-carriers, IFDMA is a
single carrier based system in nature; thus, it enjoys a
lower peak-to-average power ratio (PAPR) as compared to
multi-carrier systems.
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Although IFDMA system is free of MAI, it still suffers
from inter-symbol interference (ISI). Moreover, multi-antenna
transmission over multi-input multi-output (MIMO) channels
has been proven to be effective in increasing the channel ca-
pacity [5, 6]. Therefore, the MIMO system can be incorporated
into IFDMA to satisfy the increasing demands of high data
rate applications. However, MIMO-IFDMA suffers not only
from ISI but also heavily from multi-stream interference (MSI)
resulting from the superposition of multiple transmitted signal
streams at the receiver. As a consequence, advanced equalizers
are needed to recover the transmitted signals.

Linear receivers such as zero-forcing (ZF) and minimum
mean square error (MMSE) equalizers [7] have been pro-
posed to detect the transmitted symbols. Although simple to
implement, performance of the linear equalizers is far from
that of the ML detection bound. To improve the performance,
nonlinear equalizers such as the generalized decision feedback
equalizer (GDFE) [8] have been introduced. However, the
performance of these receivers may not reach the ML bound
due to the error propagation. In [9], a MMSE-based iterative
soft interference cancelation (MMSE-SIC) receiver has been
proposed. In this work, the interference is canceled by using
the soft estimates of the symbols. These soft estimates are the
log-likelihood ratios (LLRs) of the symbols. The complexity
of MMSE-SIC is low compared to the ML detection. How-
ever, it still incurs complex computations in the calculation
of filter weights. To reduce the computational complexity
further, the Block-Iterative GDFE (BI-GDFE) receiver has
been introduced in [10]. The BI-GDFE receiver iteratively
and simultaneously (but not jointly) detects the transmitted
symbols by utilizing the decisions from the previous iteration
to cancel out the interference. Based on a statistical reliability
factor of hard decisions for each iteration, namely the input-
decision correlation (IDC), interference is reduced iteratively,
and this improves the bit error rate (BER) performance of the
system. The low complexity of the BI-GDFE receiver relies on
the fact that the equalizer coefficients can be determined in an
off-line manner. However, BI-GDFE needs the channel state
information (CSI). In this paper, we utilize the hard decision
of the transmitted symbols and the IDC provided by the BI-
GDFE for channel estimation via an EM-based algorithm.
The combination of the transmitted symbols’ hard decisions
together with the IDC can be viewed as the soft information
of the transmitted symbols provided by the BI-GDFE.

When the number of repetitions in IFDMA systems equals
to 1, MIMO-IFDMA model reduces to a single-user MIMO
single carrier cyclic-prefix system [11, 12] (MIMO-SCCP).
Therefore, our proposed receiver can also be used to a MIMO-
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SCCP system. To evaluate the performance of channel estima-
tion, we also derive the Cramér-Rao Lower Bound (CRLB).
Because of the difficulty in finding a closed-form expression
of the exact CRLB, we rely on the so-called modified CRLB
[13]. The obtained closed-form modified CRLB agrees with
the exact CRLB through simulations; therefore, it is used to
evaluate the mean square error (MSE) performance of the
estimated parameters.

The rest of the paper is organized as follows. Section
II describes the system model of the multi-user MIMO-
IFDMA and the BI-GDFE receiver. The details of the EM-
based channel estimation algorithm is given in Section III.
CRLB derivation is presented in Section IV. In Section V,
computer simulations are provided. Finally, conclusions are
drawn in Section VI and necessary derivations are given in
the Appendix.

Notations: Capital bold letters denote matrices and small
bold letters denote row/column vectors; transpose, conjugate
and Hermitian conjugate of a vector/matrix are denoted by
(·)T , (·)∗ and (·)H, respectively. The (m, n)th element of
a matrix A is denoted by (A)m,n. tr{A} is the trace of
the matrix A. diag{A} is a diagonal matrix which takes the
diagonal elements from the matrix A; diag{a} is a diagonal
matrix whose diagonal elements are from the vector a. IN

denotes the identity matrix of size N . 0N is a null matrix of
size N × N . The Kronecker product is denoted by ⊗.

II. SYSTEM MODEL AND PRELIMINARIES

In this section, we provide an overview of the single-input
single-output IFDMA (SISO-IFDMA), multi-input multi-
output IFDMA (MIMO-IFDMA) systems and the BI-GDFE
receiver. In the literature, there are two equivalent implemen-
tations of IFDMA systems: one is in the time domain [1, 14]
and the other is in the frequency domain [2]. In this paper,
we adopt the time domain approach to illustrate the principle
of IFDMA.

A. SISO-IFDMA

The block diagram of a SISO-IFDMA system is shown
in Fig. 1. In this figure, a sequence of data symbols
{s(i)(n)}TN−1

n=0 from the ith user is first serial-to-parallel
(S/P) converted into a frame of T blocks, each block with
size N . The tth block is denoted by the vector s(i)(t) =
[s(i)(t; 0) s(i)(t; 1) · · · s(i)(t; N−1)]T , t = 1, 2, . . . , T where
s(i)(t; n) = s(i)(n + tN). The tth block is compressed and
repeated R − 1 times. The resultant expression for the tth

IFDMA symbol is given by

c(i)(t) =
1√
R

[
s(i)(t; 0) s(i)(t; 1) · · · s(i)(t; N − 1);

· · · ; s(i)(t; 0) s(i)(t; 1) · · · s(i)(t; N − 1)
]T

. (1)

Before transmission, the IFDMA symbol is modified by a
phase vector b(i) = [b(i)(0) · · · b(i)(NR − 1)]T of size NR
of which the pth element is given by

b(i)(p) = exp{−j · p · φ(i)}, p = 0, 1, . . . , NR − 1, (2)
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Fig. 1. The block diagram of the SISO-IFDMA system.

where φ(i) = i 2π
NR is called the user-dependence phase shift.

The element-wise multiplication of vector c(i)(t) and b(i)

assures that every set of frequencies assigned to each user
is orthogonal to each other. The resulted signal from the ith

user can be written as

x(i)(t) =
[
c(i)(t; 0) c(i)(t; 1)e−jφ(i)

c(i)(t; 2)e−j2φ(i)

· · · c(i)(t; NR − 1)e−j(NR−1)φ(i)]T
. (3)

The last P symbols of x(i)(t) are used for the cyclic prefix
(CP) which is added in front of x(i)(t), resulting in a new
block of size (NR + P ) to be transmitted.

This block is transmitted over a frequency-selective fading
channel which is characterized by the channel vector of length
L, h(i) = [h(i)

0 h
(i)
1 · · · h

(i)
L−1]

T . We assume that the channel
is static over the entire transmission of a frame. Moreover, in
order to prevent interblock interference, the CP length satisfies
P ≥ L.

At the receiver side, after the S/P conversion and CP
removal, the received signal z(i)(t) corresponding to the tth

block can be represented by

z(i)(t) =
(
W H

NRΛ
(i)
NRW NR

)
x(i)(t) + n̄(i)(t), t = 1, 2, . . . , T,

(4)

where Λ(i)
NR = diag

{
λ

(i)
0 λ

(i)
1 · · · λ

(i)
NR−1

}
with λ

(i)
p =∑L−1

l=0 h
(i)
l exp{−j 2π

NRpl} denoting the frequency response
for the pth subcarrier of the channel; W NR is NR-point
discrete Fourier transform (DFT) matrix and n̄(i)(t) is a
realization of a zero-mean complex Gaussian random vector
with covariance matrix σ2

nINR.
Our objective here is to detect the transmitted signal s(i)(t).

After the NR-point DFT operation on z(i)(t) and through sub-
carrier selection, the transformed signal of the desired user is
given by

y(i)(t) = Λ(i)
N W Ns(i)(t) + n(i)(t), t = 1, 2, . . . , T, (5)

where Λ(i)
N = diag

{
λ

(i)
i λ

(i)
i+R · · · λ

(i)
i+(N−1)R

}
, W N is the

N -point DFT matrix and n(i)(t) is a realization of zero-
mean complex Gaussian random vector with covariance matrix
σ2

nIN .
Equation (5) can also be written in a different but equivalent

form as

y(i)(t) = D(i)(t)F (i)h(i) + n(i)(t), t = 1, 2, . . . , T, (6)
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where D(i)(t) = diag
{
W Ns(i)(t)

}
and F (i) is a matrix con-

structed from the first L columns and ith, (i+ R)th, · · · , (i +
(N − 1)R)th rows from

√
NRW NR.

When there are U (U ≤ R) users in the system, the
received signal at the base station is the superposition of
signals from all users. Each user is assigned with a different
user-dependent phase shift φ(i), i = 1, 2, . . . , U . We assume
that the signals from all users are received synchronously
within the CP window and each user occupies a set of sub-
carriers which is orthogonal to the sub-carrier sets of other
users. Thus, the users do not interfere with each other. Due
to this orthogonality among users, without loss of generality,
the superscript (i) as well as the subscript N is dropped from
Λ(i)

N and W N . Hence, (5) can be simplified as

y(t) = ΛWs(t) + n(t), (7)

and (6) is written as

y(t) = D(t)Fh + n(t). (8)

B. MIMO-IFDMA

In this subsection, we consider a system of up to R users in
which each user is equipped with NT transmit antennas. The
receiver is equipped with NR receive antennas. In order not
to exceed the total transmission bandwidth, NT independent
data streams belonging to a user are multiplexed to occupy
the same set of sub-carriers. Due to the orthogonality among
the sets of sub-carriers, which is explained in the previous
subsection, the user index superscript is omitted.

With these assumptions, the received signal at the kth

receive antenna can be written as

yk(t) =
NT∑
l=1

Λk,lWsl(t) + nk(t), t = 1, 2, . . . , T, (9)

where Λk,l is the diagonal matrix consisting of the frequency
responses at the appropriate sub-carriers of the channel from
the lth transmit antenna to the kth receive antenna; sl(t) is
the tth signal block transmitted from the lth transmit antenna;
nk(t) is the additive noise at the kth receive antenna which is
a realization of a zero-mean complex Gaussian random vector
with covariance matrix of σ2

nIN . If we collect NR received
vectors yk(t), k = 1, 2, . . . , NR to form a vector y(t) =
[yT

1 (t) yT
2 (t) · · · yT

NR
(t)]T , this vector can be written as

y(t) = Λ̃W̃s(t) + n(t), t = 1, 2, . . . , T, (10)

where

Λ̃ =

⎡
⎢⎢⎢⎣

Λ1,1 Λ1,2 · · · Λ1,NT

Λ2,1 Λ2,2 · · · Λ2,NT

...
...

. . .
...

ΛNR,1 ΛNR,2 · · ·ΛNR,NT

⎤
⎥⎥⎥⎦ , (11)

W̃ =

⎡
⎢⎢⎢⎢⎣
W 0N · · · 0N

0N W · · · ...
...

...
. . .

...
0N · · · · · · W

⎤
⎥⎥⎥⎥⎦ , (12)

s(t) = [sT
1 (t) sT

2 (t) · · · sT
NT

(t)]T , (13)

n(t) = [nT
1 (t) nT

2 (t) · · · nT
NT

(t)]T . (14)

Denote hk,l as the channel vector from the lth transmit
antenna to the kth receive antenna and hk as the vector
containing the channel vectors from all NT transmit antennas
to the kth receive antenna, i.e., hk = [hT

k,1 hT
k,2 · · · hT

k,NT
]T .

Relying on (8), (10) can be written in a different form as

y(t) = S(t)h + n(t), t = 1, · · · , T, (15)

where

S(t) = INR ⊗ [D1(t)F D2(t)F · · · DNT (t)F ], (16)

h = [hT
1 hT

2 · · · hT
NR

]T , (17)

Dl(t) = diag
{
Wsl(t)

}
, l = 1, 2, . . . , NT , (18)

n(t) = [nT
1 (t) nT

2 (t) · · · nT
NR

(t)]T , (19)

and n(t) is a realization of a zero-mean complex Gaussian
random vector with covariance matrix σ2

nINNR .
The model of (10) will be used in the BI-GDFE algorithm

which is reviewed in Section II-C and the model of (15) will
assist us in the EM-based channel estimation which will be
proposed in Section III.

Note that if the number of repetition in IFDMA systems
equals to 1, i.e., R = 1, (10) and (15) become the model of
a single user MIMO-SCCP. The only difference lies in the
matrix F . In the MIMO-SCCP, the matrix F is the first L
columns of

√
NW N . Hence, what we propose in this paper

can also be applied to the single user MIMO-SCCP system.

C. BI-GDFE receiver

For simplicity, the signal model (10) is written as

y = Hs + n, (20)

where y, s and n are the received signal vector, transmitted
signal vector and noise vector, respectively. H is the channel
matrix. In (20), we assume that y, s and n are all vectors of
size N × 1; H is a matrix of size N ×N . We further assume
that E

{
ssH} = σ2

sIN , E
{
nnH} = σ2

nIN .
For model (20), linear equalizers, such as the zero-forcing

or MMSE equalizers can be applied to detect the transmitted
signal vector s. However, in spite of the easy implementation,
linear equalizers are single user detectors in the sense that
when detecting one symbol, the others are treated as interfer-
ence.

The block diagram of the BI-GDFE receiver is presented
in the BI-GDFE box in Fig. 2. The BI-GDFE receiver is
an iterative one. It detects the symbols simultaneously (but
not jointly). For each iteration, the symbols decided from the
previous iteration is used to re-construct the ISI. Then, the ISI
effect is canceled out from the received signal vector such that
the statistical SINRs are maximized for all detected symbols.

We denote the superscript v as the vth iteration of the BI-
GDFE. In the vth iteration, the received signal vector y is
filtered by the feed-forward equalizer (FFE), Kv. Meanwhile,
the hard decision signal vector from the (v − 1)th iteration,
ŝ[v−1], is also passed through the feedback equalizer (FBE),
Dv. The outputs of the FFE and the FBE are then combined
to form the vth decision variable vector z[v], which is further
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used by the decision device to obtain the next hard decision
signal vector, ŝ[v]. We have

z[v] = KH
v y − Dvŝ

[v−1]. (21)

The optimal design of FFE and FBE for BI-GDFE receiver
to maximize the SINR at the vth iteration are given by:

Kv = σ2
s

[
σ2

s(1 − (ρ[v−1])2)HHH + σ2
nIN

]−1

H,

Dv = ρ[v−1]
(
KH

v H − Av

)
, (22)

where we assume E
{
ŝ(ŝ[v−1])H

}
= ρ[v−1]IN ,

E
{
ŝ[v−1](ŝ[v−1])H

}
= σ2

sIN and Av is defined as
Av = diag

{
KH

v H
}
.

The details of BI-GDFE applied to MIMO-IFDMA with
perfect channel state information can be found in [15].

III. JOINT CHANNEL ESTIMATION AND DATA DETECTION

The block diagram of the proposed joint channel estimation
and data detection receiver is shown in Fig. 2. In this figure,
the data detection is accomplished by using the BI-GDFE
method and the channel estimation is completed by using the
EM-based algorithm. After the vth iteration of the BI-GDFE
which uses the CSI from the (m − 1)th iteration of the EM-
based algorithm, we obtain the IDC and the hard decisions
of the transmitted signal blocks for the whole frame. These
information would be used by the EM-based algorithm to
update the CSI. Below are the details of the mth iteration
of the EM-based algorithm.

We start the EM-based channel estimation algorithm by
considering the following model from (15)

y(t) = S(t)h + n(t), t = 1, 2, . . . , T. (23)

According to the EM terminology, the set of {y(t)}T
t=1

is the incomplete data space. The parameter to be es-
timated is h. We define a complete data space, X =({y(t)}T

t=1, {S(t)}T
t=1

)
, for the parameter we want to esti-

mate. The probability density function of X as a function of
h is

f(X|h) = f
({y(t)}T

t=1, {S(t)}T
t=1|h

)
= f

({y(t)}T
t=1|{S(t)}T

t=1, h
)
f
({S(t)}T

t=1|h
)
.

(24)

Since y(t), t = 1, 2, . . . , T are independent, we can write
f
({y(t)}T

t=1|{S(t)}T
t=1, h

)
as

f
({y(t)}T

t=1|{S(t)}T
t=1, h

)
=

T∏
t=1

f
(
y(t)|S(t), h

)

=
T∏

t=1

1
|πσ2

nINNR |
exp
{
− 1

σ2
n

‖y(t) − S(t)h‖2
}

=
1

(πσ2
n)NNRT

exp
{
− 1

σ2
n

T∑
t=1

‖y(t) − S(t)h‖2
}
. (25)

One iteration of the EM algorithm consists of two steps:
the first one is the E-step and the other is the M-step.

BI-GDFE detection method 
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Fig. 2. The block diagram of the proposed joint channel estimation and data
detection receiver.

A. E-step

In this step, we calculate

Q
(
h|ĥ[m])

= E
{
log f

(
X|h)|{y(t)}T

t=1, ĥ
[m]}

. (26)

Because of the independence between the signal vectors (in
the form of {S(t)}T

t=1) and the channel vector h, the prob-
ability density function f

({S(t)}T
t=1|h

)
is not a function of

h. Hence, it is bypassed when we consider (26). Substituting
(25) into (26), and dropping some terms that do not relate to
the parameter h, we have:

Q
(
h|ĥ[m])

= E
{
log f

(
X |h)|{y(t)}T

t=1, ĥ
[m]}

= C1 − E
{ T∑

t=1

‖y(t) − S(t)h‖2
∣∣{y(t)}T

t=1, ĥ
[m]
}

= C2 + hH
( T∑

t=1

E
{SH(t)|y(t), ĥ

[m]}
y(t)

)

+
( T∑

t=1

yH(t)E
{S(t)|y(t), ĥ

[m]})
h

− hH
( T∑

t=1

E
{SH(t)S(t)|y(t), ĥ

[m]})
h. (27)

where C1 and C2 are two constant that do not relate to the
parameter h.

B. M-step

M-step is to find the h that maximizes (27) and this value of

h is denoted by ĥ
[m+1]

. We have the equation to find ĥ
[m+1]

as follows:

ĥ
[m+1]

= arg max
h

Q
(
h|ĥ[m])

. (28)

Differentiating (27) with respect to h [16], we obtain

∂Q
(
h|ĥ[m])
∂h

= −
( T∑

t=1

E
{SH(t)|y(t), ĥ

[m]}
y(t)

)∗

+
(( T∑

t=1

E
{SH(t)S(t)|y(t), ĥ

[m]})
h
)∗

. (29)
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Equating (29) to 0, we evaluate ĥ
[m+1]

as follows:

ĥ
[m+1]

=
( T∑

t=1

E
{SH(t)S(t)|y(t), ĥ

[m]})−1

×
( T∑

t=1

E
{SH(t)|y(t), ĥ

[m]}
y(t)

)
. (30)

Equation (30) is calculated as shown below.

• Define (Ŝ [m]
(t))H = E

{SH(t)|y(t), ĥ
[m]}

. From (16),
we have

Ŝ[m]
(t) = INR ⊗[D̂[m]

1 (t)F D̂[m]

2 (t)F · · · D̂[m]

NT
(t)F

]
, (31)

where D̂[m]

l (t) = diag
{
W ρ̂[v,m]ŝ

[v,m]
l (t)

}
, l =

1, 2, . . . , NT ; ρ̂[v,m] and ŝ
[v,m]
l (t), t = 1, · · · , T are

the IDC and the hard decisions after v iterations of
the BI-GDFE method using the channel estimate ĥ

[m]
,

respectively. Hence, the second quantity in (30) can be
determined as( T∑

t=1

E
{SH(t)|y(t), ĥ

[m]}
y(t)

)
=

[
(B̂

[m]

1 )T (B̂
[m]

2 )T · · · (B̂
[m]

NR
)T
]T

, (32)

where

B̂
[m]

k =

⎡
⎢⎢⎢⎢⎢⎣

FH∑T
t=1(D̂

[m]

1 (t))Hyk(t)

FH∑T
t=1(D̂

[m]

2 (t))Hyk(t)
...

FH∑T
t=1(D̂

[m]

NT
(t))Hyk(t)

⎤
⎥⎥⎥⎥⎥⎦ , (33)

for k = 1, 2, . . . , NR.
• We have

SH(t)S(t) =

INR ⊗

⎡
⎢⎣

FHDH
1 (t)

...
FHDH

NT
(t)

⎤
⎥⎦ [D1(t)F · · · DNT (t)F ]

= INR⊗⎡
⎢⎣

FHDH
1 (t)D1(t)F · · · FHDH

1 (t)DNT (t)F
...

. . .
...

FHDH
NT

(t)D1(t)F · · · FHDH
NT

(t)DNT (t)F

⎤
⎥⎦
(34)

Hence, the first quantity in (30) can be determined as
T∑

t=1

E
{SH(t)S(t)|y(t), ĥ

[m]}
= INR ⊗ Â

[m]
, (35)

where Â
[m]

is given in (36) on the top of next page.
Equipped with (33) and (35), we can, after some simple

derivations, easily see that the updating process of the whole
channel vector h is decomposed into NR smaller updating
processes in which the NR channels from all transmit antennas
to the kth receive antenna are determined by

ĥ
[m+1]

k = (Â
[m]

)−1B̂
[m]

k , k = 1, 2, . . . , NR. (37)

For the EM-based channel estimation algorithm, we need

to know the initial estimate of the channel, i.e., ĥ
[0]

. To do
so, pilot symbols should be inserted in each frame to obtain
a good initial channel estimation.

IV. CRAMÉR-RAO LOWER BOUND (CRLB)

The CRLB is an important criterion to evaluate how good
an unbiased estimator can be since the CRLB provides the
MSE lower bound for all unbiased estimators. In this section,
the CRLB for the channel vector h in the model of (15) is
presented.

The CRLB for the channel vector h is given

CRLB(h) = tr{I−1(h)}, (38)

where, from the Appendix, we have

I(h) =
1
σ2

n

(INR ⊗ C) (39)

in which C is given in (40) on the top of next page.
Hence,

CRLB(h) = NRσ2
ntr{C−1}. (41)

It is clear from (41) that the CRLB changes from a frame
of T blocks to another because of different signal blocks
transmitted. Hence, we have the average CRLB [16], denoted
by aCRLB(h), as follows

aCRLB(h) = E {CRLB(h)} , (42)

where the expectation is performed with respect to the
transmitted signal blocks in the frame of length T . Finding
CRLB(h) or aCRLB(h) is not an easy task because it is
not straightforward to obtain an explicit expression for the
inversion of I(h).

Another CRLB is called the modified CRLB [13], which is
denoted by mCRLB. It is defined as:

mCRLB(h) =
NRNT L∑

p=1

1
E
{(

I(h)
)
p,p

}
= NRσ2

n

NT L∑
p=1

1
E {(C)p,p}

=
NRNT Lσ2

n

TNσ2
s

. (43)

We observe that the mCRLB is inversely proportional to
the number of observed blocks T and SNR. Note that the
mCRLBs do not depend on the probabilistic model of channel
vector h; it depends on the length of h. Hence, it can be
applied to any multipath fading channel.

Reference [13] showed that aCRLB(h) ≥ mCRLB(h),
by using the Cauchy-Schwarz inequality. In other words, the
aCRLB(h) is always tighter than the mCRLB(h). However,
as shown in Section V, the aCRLB(h) and mCRLB(h)
curves agree to each other, and this justifies the use of the
mCRLB(h) as a performance measure for unbiased channel
estimation algorithms in the interested system.
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Â
[m]

=

⎡
⎢⎢⎣

FH(∑T
t=1(D̂

[m]

1 (t))HD̂[m]

1 (t)
)
F · · · FH(∑T

t=1(D̂
[m]

1 (t))HD̂[m]

NT
(t)
)
F

...
. . .

...

FH(∑T
t=1(D̂

[m]

NT
(t))HD̂[m]

1 (t)
)
F · · · FH(∑T

t=1(D̂
[m]

NT
(t))HD̂[m]

NT
(t)
)
F

⎤
⎥⎥⎦ (36)

C =

⎡
⎢⎣

F T (∑T
t=1 DT

1 (t)D∗
1(t)

)
F ∗ · · · F T (∑T

t=1 DT
1 (t)D∗

NT
(t)
)
F ∗

...
. . .

...
F T (∑T

t=1 DT
NT

(t)D∗
1(t)

)
F ∗ · · · F T (∑T

t=1 DT
NT

(t)D∗
NT

(t)
)
F ∗

⎤
⎥⎦ (40)

V. SIMULATION RESULTS

Computer simulations are carried out to evaluate the per-
formance of the proposed joint channel estimation and data
detection for a multi-user MIMO-IFDMA system. We consider
the case where the number of repetitions is R, i.e., the
system can support up to R users. Each user is equipped with
NT transmit antennas and the receiver is equipped with NR

receive antennas. We assume that the channel between each
pair of transmit and receive antennas is frequency-selective
with order L and the power delay profile is uniform. Here,
we make a standard assumption that the NT NR channels
(for each user) in our system are independent of each other.
Furthermore, channels of all users are also independent. As
stated in Section II, when R = 1, we have a single-user
MIMO-SCCP. Therefore, this section also presents the results
of our proposed receiver for MIMO-SCCP. For all systems,
QPSK modulation is used. The ML bound of the interested
systems cannot be presented because of the large signal size.
Instead, the single user matched filter bound (SUMFB) [7] is
used as the lowest bound for evaluating the performance of
the proposed receiver. First of all, we compare the aCRLB
and mCRLB derived in Section IV.

A. Comparison of aCRLB and mCRLB

Fig. 3 illustrates the aCRLB and mCRLB for the multi-
user MIMO-IFDMA. The number of repetitions is R = 4,
i.e., the system can support up to 4 users. Because of the
orthogonality among the users at the receiver, we only present,
without loss of generality, the results for the first user. We
consider three cases: NT = NR = 1, NT = NR = 2 and
NT = NR = 3. The channel order is L = 17, the block
size is N = 64, and the number of blocks per frame is
T = 10. We observe from the figure that the aCRLB and
the mCRLB agree with each other very well when the system
has a small number of transmit/receive antennas. When the
number of transmit/receive antennas becomes larger, they only
have a very small difference. This figure justifies our usage of
mCRLB in the evaluation of the MSE performance of h.

B. Multi-user MIMO-IFDMA

We consider in this section a multi-user MIMO-IFDMA
system with NT = NR = 2 and R = 4. The channel order
is still L = 17. We assume that the channel is unchanged
over a frame of T = 10 signal blocks; each block is of size
N = 64. The first signal block is devoted to pilot symbols
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Fig. 3. Comparison of the average CRLB with the modified CRLB.

and the remaining blocks are left for data symbols. As in the
previous subsection, we only present the results for the first
user. Fig. 4 provides the BER performance when the number
of iterations of the BI-GDFE method is 2 and 6 while the
number of iterations of EM-based algorithm is 3. We can see
that the BER decreases greatly after the first iteration of EM-
based algorithm. However, the BER gain is marginal after
the second iteration. The gap between the proposed receiver
(using 6 iterations of BI-GDFE method and 3 iterations of
EM-based algorithm and the BI-GDFE using perfect CSI is
around 0.1dB. We also observe that the BER improvement
is more significant when the number of iterations of the BI-
GDFE method is larger.

In order to see the relationship between the BER perfor-
mance and the number of iterations of the BI-GDFE method/
EM-based algorithm, we examine Fig. 5 in which the BER
is plotted as a function of the number of iterations of the
BI-GDFE method/ EM-based algorithm. In the left hand side
sub-figure, the BER as a function of the number of iterations
of BI-GDFE method is provided, assuming 3 iterations of
the EM-based algorithm. We can see that the BER does not
change if we use 5 or 6 iterations of BI-GEFE method.
Comparing different SNR values, BER drops faster for the
larger SNR. Moving to the right hand side where BER is
plotted as a function of the number of iterations of the EM-
based algorithm, we can see that after 2 or 3 iterations of
the EM-based algorithm, the BER is stable. In this sub-
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Fig. 5. The left-hand side figure: BER v.s. number of iterations of BI-GDFE
while the number of EM-based algorithm is fixed at 3. The right-hand side
figure: BER v.s. number of iterations of EM while the number of iterations
of BI-GDFE is fixed at 5. Both are for MIMO-IFDMA.

figure, the results corresponding to 0 iterations of the EM-
based algorithm is the performance of the BI-GDFE using the
CSI obtained from the pilot block. These coincide with the
initialization curve in Fig. 4. A great performance gain can be
observed with the use of the EM-based channel estimation for
larger SNR.

To examine the MSE performance of the channel estima-
tion, Fig. 6 provides the MSE of h for different scenarios.
We can see that the MSE given only by the pilot block is far
away from the CRLB bound. The MSE decreases dramatically
with the use of the proposed channel estimation. We do not
see a big gap in the MSE performance when we use different
number of iterations of the BI-GDFE as compared with the
BER performance. The proposed channel estimation algorithm
provides a performance very close the CRLB and the gap
becomes smaller with an increase of SNR.
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Fig. 6. The MSE performance of MIMO-IFDMA.

C. Single-user MIMO-SCCP

In this subsection we consider a single-user MIMO-SCCP
system in which the user has NT = 2 transmit antennas and
the receiver is equipped with NR = 2 receive antennas. We as-
sume the channel order between each pair of transmit/receive
antennas is L = 15. The channel is static over a frame of
T = 10 signal blocks in which the block size is N = 64.
Fig. 7 provides the BER when the number of iterations of
BI-GDFE is 2 and 6 while the number of iterations of the
EM-based algorithm is 3. We can see that the BER decreases
dramatically after the first iteration of the EM-based algorithm.
However, the BER gap is small after the second iteration. The
gap between our proposed receiver with 6 iterations of BI-
GDFE and 3 iterations of the EM-based algorithm and the
BI-GDFE with perfect CSI is only around 0.1dB. We also see
that the larger the number of iterations of BI-GDFE, the better
the BER improvement.

Fig. 8 presents the BER performance as a function of
the number of iterations of BI-GDFE method/ EM-based
algorithm. This figure suggests that if we use more than
6 iterations of BI-GDFE and 3 iterations of the EM-based
algorithm, the gain we obtain is marginal.

Fig. 9 illustrates the MSE performance. We can again ob-
serve that the performance provided by our proposed algorithm
is much better than that given by the pilot block only.

VI. CONCLUSIONS

In this paper, a joint channel estimation and data detec-
tion algorithm is proposed for the multi-user MIMO-IFDMA
system and its special case, single-user MIMO-SCCP. The
detection is based on BI-GDFE, which yields a near-ML
performance with low complexity. The BI-GDFE provides
not only the hard decision of transmitted signals but also
the IDC coefficient, which constitutes the soft information of
transmitted symbols. This soft information is used for the EM-
based channel estimation algorithm. Simulation results show
that the proposed joint channel estimation and data detection
receiver approaches the performance of BI-GDFE with perfect
CSI. To facilitate the evaluation of the channel estimation, the
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Fig. 7. BER v.s. SNR for different number of iterations of BI-GDFE and
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CRLB is also addressed in this paper. Due to the difficulty
of deriving the exact CRLB, the modified CRLB is obtained
with a closed-form solution. The modified CRLB agrees with
the exact CRLB and is used to evaluate the performance of
the proposed channel estimation. Simulations have shown the
MSE performance obtained with our proposed algorithm is
close to the theoretical CRLB.

APPENDIX

In this appendix, we derive the CRLB for the channel
vector h in the model of (15) over the T blocks. Instead
of separating the complex vector h into real and imaginary
parts, we simplify the derivation by applying derivatives with
respect to the complex vector h itself. The CRLB states the
lower bound for the vector h as follows

CRLB(h) = tr
{
I−1(h)

}
, (A-1)
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Fig. 9. MSE performance of MIMO-SCCP.

where I(h) is the Fisher information matrix [16]

I(h) = E
{ ∂

∂h
log f

({y(t)}T
t=1|h

)
( ∂

∂h
log f

({y(t)}T
t=1|h

))H}
. (A-2)

From (15), we have the conditional probability density
function of {y(t)}T

t=1 given h:

f
({y(t)}T

t=1|h
)

=

1
(πσ2

n)NNRT
exp
{
− 1

σ2
n

T∑
t=1

‖y(t) − S(t)h‖2
}
, (A-3)

where we assume that the signal is known (in the form of
the matrix S(t), t = 1, 2, . . . , T ). Therefore, the probability
density function is not conditioned on S(t), t = 1, 2, . . . , T .
After differentiating the logarithm of (A-3) with respect to h,
we obtain

∂

∂h
log f

({y(t)}T
t=1|h

)
=

∂

∂h

(
− 1

σ2
n

T∑
t=1

‖y(t) − S(t)h‖2

)

=
1
σ2

n

( T∑
t=1

SH(t)y(t)
)∗

− 1
σ2

n

( T∑
t=1

SH(t)S(t)h
)∗

=
1
σ2

n

T∑
t=1

[(
yH(t) − hHSH(t)

)S(t)
]T

. (A-4)

Then the Fisher information matrix in (A-2) can be obtained
as follows

I(h) = E
{ ∂

∂h
log f

({y(t)}T
t=1|h

)
( ∂

∂h
log f

({y(t)}T
t=1|h

))H}

= E

{
1
σ2

n

T∑
t=1

[(
yH(t) − hHSH(t)

)S(t)
]T

×

1
σ2

n

T∑
t=1

[(
yH(t) − hHSH(t)

)S(t)
]∗}
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=
1

(σ2
n)2

E

{ T∑
t=1

ST (t)
(
yH(t) − hHSH(t)

)
(
yH(t) − hHSH(t)

)∗S∗(t)
}

=
1
σ2

n

T∑
t=1

ST (t)S∗(t). (A-5)

Replacing (16) into (A-5), we have (39).
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