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Abstract—In this letter, the problem of training sequence design
in a bi-directional relay network is investigated. The two nodes,
Tx1 and Tx2, communicate with each other via a relay (RL). The
RL receives the signals that are transmitted simultaneously from
both nodes and then broadcasts the superposition back to the two
nodes. Single carrier cyclic prefix (SCCP) is deployed in the trans-
mission from the two nodes and the RL as well for combating inter-
symbol interference (ISI). We are interested in the channel estima-
tion problem in this scenario. We propose a design of training se-
quences from two nodes to minimize the mean-square error (MSE)
of the channel estimation according to zero forcing (ZF) criterion.
We do not separate the links between each node to RL but incorpo-
rate them into the composite channels. Simulation results show that
our design performance suffers only 1-dB loss in terms of bit-error
rate (BER) as compared to the case with perfect channel informa-
tion.

Index Terms—Bi-directional relay networks, channel estimation,
training signal design, Zadoff–Chu sequences.

I. INTRODUCTION

M ANY researchers have paid attention to communica-
tions based on relays recently. In this letter, a two-hop

relaying network is investigated where two nodes, Tx1 and Tx2,
exchange information based on the assistance of a single relay
(RL). Conventionally, if time division multiplexing (TDD) is
deployed, four time slots are required to accomplish the infor-
mation exchange between Tx1 and Tx2. However, in [1]–[3],
bi-directional relaying has been investigated. For this kind of
relaying, the two nodes, Tx1 and Tx2, transmit their own data
simultaneously at the first time slot and RL receives the super-
position of both information. At the second time slot, RL broad-
casts the scaled version of this superposition. The information of
one node can be detected at the other node when the latter sub-
tracts its own information from the signal received from RL. It is
obvious that bi-directional relaying requires half of the number
of the time slots compared with the conventional one. In [4], the
authors design the linear spatial filters at RL of a bi-directional
relaying system working under flat-fading channels to separate
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the transmitted signals from the two nodes. This method re-
quires the number of antennas at RL to be at least more than the
summation of the number of antennas at two nodes. Besides, RL
has to estimate the channels from the two nodes to itself. This
approach demands a lot of resources at RL.

In a frequency-selective fading environment where inter-
symbol inteference (ISI) appears, single carrier cyclic prefix
(SCCP) [5] proves to be efficient in suppressing ISI and enjoys
a low peak-to-average power ratio (PAPR). SCCP has been
selected for IEEE 802.16 [6]. Hence, SCCP is deployed at two
nodes as well as at RL in the bi-directional relaying scenario.
In the detection process, each node not only needs to know the
channel information from RL to itself (for subtraction purpose)
but also the channel information from the other node to RL.
Hence, the channel estimation problem becomes complicated
at the nodes.

In this letter, we design the training sequences for the nodes
Tx1 and Tx2 to estimate the necessary channel information for
detection. We do not separately estimate the two links from Tx1
to RL and Tx2 to RL. Here, due to the nature of the signaling,
we estimate two composite channels. The first one is the overall
channel from one node to RL and back from RL to itself. The
other is the composite channel consisting of the channels from
the remaining node to RL and RL to the interested node. The
zero forcing (ZF) criterion is applied to estimate those com-
posite channels. Based on the mean-square error (MSE) crite-
rion, a design method for training sequences of the two nodes is
proposed. Simulation results are also provided to illustrate our
proposed method.

The structure of the rest of the letter is as follows. The system
model is given in Section II. In Section III, the least-square esti-
mation is applied in our system. In this section, we state the re-
quirements on the training sequences from the two nodes. The
training design is given in Section IV. Finally, the simulation
results are provided in Section V and conclusions are drawn in
Section VI.

Notation: is zero matrix and zero ma-
trix is denoted by . The identity matrix of size is denoted
by . is the th element of . is the absolute
value of a number ; meanwhile, is a matrix whose ele-
ments are absolute values of corresponding elements of .
is a diagonal matrix whose diagonal entries are from vector .
Transpose, Hermitian transpose of a vector/matrix are denoted
by and . stands for the trace operation. is the
Hadamard product. is the Frobenius norm. The convolution
between vectors and is denoted as .

II. SYSTEM MODEL

Consider a relay network where the two nodes, Tx1 and Tx2,
exchange information relying on the help of an RL. The RL and
two nodes are assumed to have one antenna each. Let

and be the
impulse responses of the frequency-selective fading channels
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between Tx1 and Tx2 to RL, respectively. Each element of
or is modeled as a zero-mean complex Gaussian random
variable with variance of for , 2 and .
These elements are also assumed to be independent. We use

to denote the training signal vector
transmitted from Tx1. The counterpart from Tx2 is defined as

. The power constraints of the
transmission is , where is the
average transmitting power of Tx1 and Tx2. The transmission is
divided into two phases. At the first phase, a cyclic prefix (CP)
is added to the top of each signal vector. The length of the CP,

, is greater than or equal to the channel memory to avoid the
inter-block interference (IBI), . These new signal
vectors are transmitted simultaneously from Tx1 and Tx2 to RL.
At RL, the received signals associated with the CP portion are
discarded first. Then the remaining received signals are scaled
by a real factor to keep the average power of RL to be . The
resultant signals are CP-added and transmitted to Tx1 and Tx2
during Phase 2.

The received signal vector at RL after Phase 1 is

(1)

where and are two circulant matrices with
and

as their first columns, respectively; is a re-
alization of a complex Gaussian random vector with zero mean
and covariance matrix . The received signal
vector in (1) is then amplified by a real coefficient which is
given by

(2)

The last components of the vector are appended to
the top of itself and the resultant vector is transmitted from RL
to both ends, Tx1 and Tx2. Without loss of generality, we only
consider the channel estimation problem at Tx1. A similar op-
eration can be applied at Tx2.

The received signal vector at Tx1 after CP removal can be
written as follows:

(3)

where , is a realization of a complex
Gaussian random vector with zero mean and covariance matrix

. According to matrix theory, the circulant
matrices and can be decomposed as ,

, 2, where
, , ,

and is the (unitary) discrete Fourier transform matrix with
, . There-

fore, (3) can be written as

(4)

Based on the DFT theory, with a condition of ,
we observe that is the decomposition of a circu-
lant matrix which is constructed from a composite impulse re-
sponse . Similarly, stems from a
circulant matrix which is constructed from a composite impulse
response . The length of or is , and

we incorporate the scaling factor into our composite channels,
and . If (4) is premultiplied by , we obtain

(5)

where and is the first columns
of . The noise term , therefore, is a realization of a com-
plex Gaussian random vector with zero mean and covariance
matrix of . Equation (5) can be
written in another form as

(6)

where and
.

III. LEAST-SQUARE CHANNEL ESTIMATION

From (6), the least-square estimation of the composite
channel is given by

(7)

where is the Moore–Penrose pseudoinverse
of . The MSE of the estimation is defined as

(8)

We now consider two cases: the first case is that Tx1 can
access the statistics of channel , and the other is that Tx1
cannot do so.

• Case 1) In this case, (8) can be written as

(9)

Since , we have

(10)

Therefore, and (9) can be
written as

(11)

It is clear from (11) that minimizing the MSE is equivalent
to minimizing .

• Case 2) For this case, (8) becomes

(12)
To minimize the MSE in this case we have to min-
imize two terms on the right-hand side (RHS) of
(12). It is easy to see that in order to minimize the
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second term, , we
must minimize the quantity defined in Case 1. Let

. In the
Appendix, we prove that is a Hermitian positive
definite matrix. , clearly, is a Hermitian positive
definite matrix, too. Hence, from [7], we have

(13)

From (13), to minimize the first term on the RHS of (12),
we turn to minimize the upper limit of . In other words,
we have to minimize the quantity .

From the above, we design the training signal vectors and
such that is minimized. The design must satisfy the fol-

lowing theorem.
Theorem 1: To achieve minimum MSE, the training signal

vectors and must be designed to meet the following con-
ditions:

• ;
• and

are two diagonal ma-
trices with equal diagonal elements.
Proof: Let

(14)

Applying an inequality1 in [8], we have

(15)

where equality holds if and only if is diagonal. This
means that matrix must be a zero matrix. If we apply the
Cauchy–Schwartz inequality on the RHS of (15), we further
obtain

(16)

where equality holds if and only if ’s are equal.
From (15) and (16), the minimum is

(17)

for an arbitrary belonging to the interval .

IV. TRAINING SEQUENCE DESIGN

To reduce PAPR, the time-domain signals should have con-
stant magnitude. In [9], a special sequence, called Zadoff–Chu
sequence, is proposed. All elements of this sequence have the

1For a � � � positive definite matrix �, we have ���� � �
���� � and the equality holds if and only if� is diagonal.

same magnitude in both time and frequency domain. The gen-
eral form of a Zadoff–Chu sequence of length is given as
follows:

is even
is odd

(18)
where is an integer and is an integer relatively prime to .
Based on Zadoff–Chu sequence, we have the following theorem
about choosing and to satisfy Theorem 1.

Theorem 2: The optimal training signal vectors and
can be selected from two distinct vectors and be-

longing to the set in which , where

, ,

, and is a Zadoff–Chu sequence
of length ( and are integer numbers) with

. Here, the satisfies the condition

.
Proof: Denote

as the corresponding frequency transform of . We have,
from properties of a Zadoff–Chu sequence,

. By repeating
times to construct and then element-wise multi-

plying with to obtain , the frequency transform of ,
, can be determined

by

if
elsewhere

(19)

where , .
The training signal vectors and are chosen from two

distinct vectors and , , so we have the following.
• Because of , hence . In other words,

; therefore, .
• We have is a diagonal matrix whose

the th diagonal component is if and is 0
if . Hence, for is
determined as follows:

if
if (20)

It is easy to see that, for , belongs to the
interval of ; in other
words, . To make the quantity

not to be 0 (hence, for
), we have to restrict as follows:

(21)

With the condition of (21), we have if
and 0 if . Similarly, we also have if

and 0 if .

It is easy to see that is a diagonal matrix with equal
diagonal elements of . Hence, in Case 1, we have
the minimum MSE as
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Fig. 1. MSE performance for different channel lengths, � � �.

.
Similarly, in Case 2, we have the minimum as

.
From (21), it is observed that for a given , in order to max-

imize the channel length that the system can handle, we have
to minimize as much as possible. For our system where we
only have to design and , we can choose ; therefore,

.

V. SIMULATION RESULTS

In this section, we provide simulation results for the bi-direc-
tional relaying system having one antenna at the two nodes, Tx1
and Tx2, as well as at RL. The size of training vectors, and

, is . The channel between Tx1 (Tx2) to RL is mod-
eled as a frequency-selective fading channel characterized by a
channel response of length . We further assume that the power
delay profile of each channel is uniform, i.e., each tap of or

is modeled as a zero-mean Gaussian random variable with
variance for , 2 and .
The channels are assumed to be static over 20 time slots. The
first two time slots are used to estimate the channel information
and the remaining are used for data transmission. We consider
both MSE performance as well as bit-error rate (BER) perfor-
mance. For data transmission, QPSK signaling is deployed. We
choose and define the signal-to-noise ratio (SNR) at Tx1
as and the SNR at RL as which equals 30 dB in
all simulations.

Fig. 1 shows the MSE between the estimated and for dif-
ferent values of channel length when . From (21), if

and , the maximum channel length that can be
supported is . From Fig. 1, it is observed that with

, the MSE performance becomes worse compared with
that of . In Fig. 1, we also present the MSE performances
of the random training sequences whose elements are randomly
chosen from QPSK signaling and the orthogonal design whose
training sequences are distinct columns of Hadamard matrix
of size . The three kinds of training signal vectors have the
same power. The MSE performances obtained using random
sequences or orthogonal sequences are worse compared with
those of our proposed design.

BER performance for the above system set-up is illustrated
in Fig. 2 for . The detection process of the transmitted
signals belonging to Tx2 at Tx1 is performed as follows: First
of all, Tx1 cancels its contribution in the signal received from
RL; then, a ZF frequency domain equalizer is applied to recon-
struct the signal of Tx2. Fig. 2 shows that the BER obtained
using our design can be around 1 dB away from that of perfect

Fig. 2. BER performance for different channel lengths, � � �.

channel information at Tx1 over the nonsaturation region. Com-
pared with the random and orthogonal design, our proposed de-
sign performs superiorly.

VI. CONCLUSIONS

In this letter, the channel estimation issue in bi-directional
relay networks is investigated. More specifically, relying on the
Zadoff–Chu sequence, we design the training sequences from
nodes Tx1 and Tx2 to minimize the MSE of channel estima-
tion. Simulation results show that BER performance using the
channel information estimated from our design suffers only
1-dB loss as compared to that with perfect channel information.

APPENDIX

We have . Let
. Note that . Hence, for any nonzero vector

and , we have

(A1)

i.e., is a Hermitian positive definite matrix.
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