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Abstract: Two direct sampling correlator-type receivers for differential chaos shift keying (DCSK) communication systems
under frequency non-selective fading channels are proposed. These receivers operate based on the same hardware
platform with different architectures. In the first scheme, namely sum-delay-sum (SDS) receiver, the sum of all samples
in a chip period is correlated with its delayed version. The correlation value obtained in each bit period is then
compared with a fixed threshold to decide the binary value of recovered bit at the output. On the other hand, the
second scheme, namely delay-sum-sum (DSS) receiver, calculates the correlation value of all samples with its delayed
version in a chip period. The sum of correlation values in each bit period is then compared with the threshold to
recover the data. The conventional DCSK transmitter, frequency non-selective Rayleigh fading channel, and two
proposed receivers are mathematically modelled in discrete-time domain. The authors evaluated the bit error rate
performance of the receivers by means of both theoretical analysis and numerical simulation. The performance
comparison shows that the two proposed receivers can perform well under the studied channel, where the
performances get better when the number of paths increases and the DSS receiver outperforms the SDS one.
1 Introduction

Wireless networks can be divided into two main categories, i.e. wireless
local area networks (WLANs) and wireless personal area networks
(WPANs) [1], where the former is designed for applications with high
data rate and relatively long distance [2]. Most modern WLANs are
based on IEEE 802.11 standards, marketed under the WiFi brand
name [3]. In contrast, the latter mainly focus on low data rate and short
distance applications [2]. It is known that communication technologies
today are robustly developing in the direction of increasingly
enhancing data rate over a given frequency band. Nevertheless, this
does not mean that the low data rate applications are less important. In
fact, low data applications are more popular and closer to our daily
lives, such as: industrial control and monitoring; environmental and
health monitoring; home automation, entertainment and toys; security,
location and asset tracking; emergency and disaster response [4].
Bluetooth technique with IEEE 802.15.1 standard is the first standard
targeting at low data rate applications [5]. However, the complexity of
this technique makes it unsuitable for simple applications requiring low
cost and low power consumption. Owing to this reason, IEEE released
a new standard for low rate WPANs (LR-WPANs), i.e. IEEE
802.15.4, which was intended to be simpler and less expensive than
Bluetooth. A typical example of LR-WPANs with this standard is
wireless sensor networks using Zigbee [6], which have been used
widely in practical applications so far.

This work is inspired by the research gap as to how to design
secure physical layer for LR-WPANs with the use of chaos-based
communication schemes [7–9]. Among all the schemes proposed
so far, chaos-based direct sequence/code division multiple access
(DS/CDMA) [10–16] and different chaos shift keying (DCSK)
[17, 18] have been studied widely. Compared with the
chaos-based DS/CDMA schemes, the DCSK schemes with
non-coherent receivers do not need chaotic sequence
synchronisation, nor channel estimation, but only require symbol
rate sampling [19]. Owing to the simple structure, the DCSK
schemes are promising and feasible for hardware implementations
[20, 21]. Particularly, the performance of the conventional DCSK
scheme over additive white Gaussian noise (AWGN) channel and
multipath fading channel was investigated in [22–24] and then
extended to multipath fading channel with delay spread in [25–
27]. The work in [28] presented a study on ultra-wideband direct
chaotic communication technology using the DCSK scheme for
LR-WPANs applications, however the system performance was
only evaluated by numerical simulations. Beside the conventional
scheme, multiple extended DCSK schemes have been proposed,
such as frequency-modulated DCSK [29], permutation-based
DCSK [30], reference-modulated DCSK [31], high-data-rate
DCSK [32], high-efficiency DCSK [33], multi-carrier DCSK [34],
DCSK-automatic repeat request/cooperative automatic repeat
request (ARQ/CARQ) [35], improved DCSK [36] and so on,
which aim at improving the system properties, e.g. data rate,
spectrum efficiency, bit error rate (BER) performance, and
physical layer security under different transmission environments.
In particular, several works have recently been conducted focusing
on improving the performance of DCSK communication schemes
over wireless environments. The combined schemes of DCSK and
diversity techniques, such as single-input multiple-output (SIMO)
FM-DCSK [37], multiple-input multiple-output (MIMO) M-DCSK
[38], MIMO-Relay DCSK-CD [39], and cooperative
communication DCSK [40], were proposed as robust solutions to
achieve this improvement. However, for the applications in
LR-WPANs, the extended and diversity-combined DCSK schemes
are impractical due to their complexity, which leads to high cost,
high size, and high power consumption of the nodes in the networks.

In this paper, we propose a novel idea of applying oversampling
technique [41] to the conventional DCSK receiver. The main
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motivation for this study is expressed by both application and
academic aspects as follows: (1) the design problem of a
low-complexity and easy-implementation DCSK receiver, which can
exploit the non-selective fading characteristic of low data-rate
multipath channels in order to obtain a good performance for
applications in LR-WPANs; (2) most previous studies on the
performance of DCSK systems over multipath fading channels have
been carried out under the context of high data-rate transmission
[25, 34, 37, 39]. In this study, we propose and fully investigate
DCSK receiver schemes over low data-rate multipath fading channel
in terms of mathematical models, theoretical performance analysis,
and numerical simulations. These obtained models and analysis
could motivate the next studies on chaos-based low-rate wireless
communications. At the input of the receiver, the received signal is
directly sampled at a sampling rate higher than chip rate. This direct
sampling is to help the receiver specifically determine
delayed-signal components of the received signal from fading
multipath channels, which can be combined together by a
correlation process in order to increase the ratio of signal-to-noise at
the output. The improvement of communication features at
receiving side by means of the oversampling technique has been
studied in [42, 43]. There are two possible different architectures for
the receiver, i.e. Sum-Delay-Sum (SDS) and Delay-Sum-Sum
(DSS), which are designed for operating on the same optimal
hardware platform. In the SDS receiver, the sum of all samples in
each chip period is correlated with its delayed version. The
correlation value obtained in each bit period is then compared with
a fixed threshold to decide binary value of the recovered bit. On the
other hand, the DSS receiver calculates the correlation value of the
samples with its delayed version in each chip duration. The sum of
all correlation values in each bit period is compared with the
threshold to recover the data. Since any two nodes in LR-WPANs
communicate to each other in short distance at low rate, the
root-mean-square delay spread is less than the chip period, the
Fig. 1 Block diagram of the DCSK communication system under study

a Conventional transmitter and the frequency non-selective Rayleigh fading channel with L-p
b Sum-delay-sum receiver and
c Delay-sum-sum Receiver
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wireless transmission environment between them can be considered
as a frequency non-selective fading channel [44]. Therefore, the
operation and performance of two proposed receivers at the physical
layer of LR-WPANs are modelled and analysed in the scenario of
whole communication system, including the conventional DCSK
transmitter and frequency non-selective Rayleigh fading channel.
The performance comparison will show us which receiver
outperforms the other. The better one along with the conventional
transmitter is a simple and effective solution for the design of
secure physical layer in LR-WPANs.

The rest of this paper is organised as follows. Section 2 presents the
mathematical models in the discrete-time domain for the conventional
DCSK transmitter, frequency non-selective Rayleigh fading channel,
and two proposed receivers. The BER performance of the receivers
is analysed by means of theoretical derivation and numerical
computation in Section 3. In Section 4, simulation results are shown
to verify the analysis ones, simultaneously the performances of two
receivers are compared with each other. The implementation
complexity of the proposed receivers is discussed in Section 5 and
our conclusion is given in Section 6.
2 Mathematical modelling in discrete-time
domain

Fig. 1a shows block diagrams of the conventional transmitter and the
frequency non-selective Rayleigh fading channel. Block diagrams of
the SDS and DSS receivers are displayed in Figs. 1b and c, respectively.
2.1 Modelling of transmitter and L-path channel

In the DCSK transmitter, each data bit period, denoted by Tb,
consists of two bit halves with equal duration Tb/2. The chip
ath
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period of the chaotic sequence is Tc. The ratio, 2β = Tb/Tc, i.e.
number of chips per bit, is called as the spreading factor of the
system. The first half is used to transmit the chaotic reference
sequence. The second half is to transmit the data-bearing sequence
which is a copy of the reference sequence if ‘+1’ bit is sent or an
inverted copy of the reference sequence if ‘−1’ bit is sent. The
transmitted signal for the lth data bit is given by

ek,l =
xk,l , k = 1, . . . , b,
blxk−b,l , k = b+ 1, . . . , 2b,

{
(1)

where bl = ± 1 is binary value of the lth bit, xk,l is value of the kth chip
in the lth bit in the reference sequence and xk−β,l is the delayed
version of xk,l.

The frequency non-selective fading channel model is assumed to
have L paths, where the path having the shortest transmission period
is considered as the primary path with delay being zero and all others
are the secondary paths with non-zero delays. The system
performance is investigated under the condition that the transmitter
and receiver are stationary, thus phase variations of the received
signals in primary and secondary channels can be ignored. The
impulse response of the channel can be written as

h(n) =
∑L
j=1

ajd n− tj

( )
, (2)

where δ(t) is the Dirac impulse; tj and αj is the time delay and fading
coefficient of the jth path, respectively. The 1st path is the primary
path having α1 > 0 and t1 = 0. The jth paths with j = 2, 3, …, L are
the secondary paths with αj > 0 and tj > 0. Because of the
non-selective fading characteristic, without of generality, the chip
period and channel delays are assumed to be equal to a multiple of
the sampling cycle t, i.e. the time period between two consecutive
samples in the receiver and simultaneously satisfies the following
conditions, t1 = 0≤ t2≤ t3≤ · · ·≤ tL≤ Tc. For the sake of
mathematical representation, we denote l = Tc/t, lj = tj/t and tL+1
= Tc, thus lL+1 = l. It means that there are l samples in a chip
period Tc and lj samples in each corresponding delay tj. The
fading coefficients αj vary randomly according to the Rayleigh
distribution given by

f (aj) =
aj

s2
j

e−a2j /(2s
2
j ), (3)
Fig. 2 Illustration of the multipath components of the received signal and
the sampling process in the receivers
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with σj, the scale parameter of the distribution, being constant. The
mean and mean squared values of each fading coefficient are,
respectively, determined by E[aj] = sj

�����
p/2

√
and E[a2

j ] = 2s2
j .

Under the above assumptions, the output signal of the channel can
be expressed by the following sum

rk,l = a1ek,l + a2ek−t2,l
+ · · · + aLek−tL ,l

+ hk,l . (4)

where ηk, l is the AWGN with a zero mean value.
2.2 Modelling of sum-delay-sum receiver

The received signal rk, l is fed to the sampler operating at a sampling
rate, SR = 1/t = 2βl/Tb = l/Tc, where l is the number of samples per
chip. Fig. 2 illustrates components of the signal rk, l and their
sampling process in the SDS and DSS receivers within the period
of kth chip in the second half of lth bit. It can be seen that in the
considered period, the received signal consists of three
components, i.e. the kth chip and its delayed parts within the
period of (Tc− tj), the delayed parts within the period tj of the (k
− 1)th chip, and AWGN. We find that there are (l j+1− lj) samples
in the duration of (t j, tj+1], all of which have the same value
which is determined by

rg,k,l = a1ek,l + · · · + ajek,l + a j+1ek−1,l + · · · + aLek−1,l + hk,l

= ek,l
∑j

i=1

ai + ek−1,l

∑L
i=j+1

ai + hk,l ,

= blxk−b,l

∑j

i=1

ai + blx(k−1)−b,l

∑L
i=j+1

ai + hk,l , (5)

where rg, k, l is the value of the gth sample in the kth chip duration,
satisfying lj < g≤ lj+1. The sample rg, k, l is fed to a sum block, in
which the consecutive samples at input are added together in each
chip duration to produce the signal ok, l given by

ok,l =
∑l
g=1

rg,k,l = blxk−b,l

∑L
j=1

(l j+1 − lj)
∑j

i=1

ai + blx(k−1)−b,l

∑L
j=1

(l j+1 − lj)
∑L
i=j+1

ai + lhk,l. (6)

The signal ok,l is then correlated to it delayed version ok−β, l. The
resulting correlation values are summed over the second half of each
bit period to produce the decision variable s(1)l expressed by

s(1)l =
∑b
k=1

d(1)k,l =
∑b
k=1

ok,lok−b,l

= A2bl
∑b
k=1

x2k−b,l + B2bl
∑b
k=1

x2(k−1)−b,l

+ 2ABbl
∑b
k=1

xk−b,lx(k−1)−b,l

+ l
∑b
k=1

Axk−b,l + Bx(k−1)−b,l

( )
hk,l + blhk−b,l

( )

+ l2
∑b
k=1

hk,lhk−b,l , (7)
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where

A =
∑L
j=1

(l j+1 − lj)
∑j

i=1

ai, (8)

B =
∑L
j=1

(l j+1 − lj)
∑L
i=j+1

ai. (9)

On the basis of value of the decision variable s(1)l , the binary value of
the lth bit is finally recovered by the decision circuit using a sign
function as follows

bl =
1 s(1)l ≥ 0,

−1 s(1)l , 0.

{
(10)
2.3 Modelling of delay-sum-sum receiver

The sampling process of the received signal at the input of DSS
receiver is totally similar as that in the above SDS receiver. Based
on (5), we can, respectively, represent the value of samples in
duration of (t j, tj+1], i.e. rg,k,l and the signal at the output of the
delay β block, i.e. rg,k−β,l, as follows

rg,k,l = blxk−b,l

∑j

i=1

ai + blx(k−1)−b,l

∑L
i=j+1

ai + hk,l , (11)

and

rg,k−b,l = xk−b,l

∑j

i=1

ai + x(k−1)−b,l

∑L
i=j+1

ai + hk−b,l . (12)

The value of samples in (t j, tj+1] at the output of the multiplier is
determined by

d(2)g,k,l = rg,k,lrg,k−b,l

=
∑j

i=1

ai

( )2

blx
2
k−b,l +

∑L
i=j+1

ai

( )2

blx
2
(k−1)−b,l

+ 2
∑j

i=1

ai

∑L
i=j+1

aiblxk−b,lx(k−1)−b,l

+
∑j

i=1

aixk−b,l +
∑L
i=j+1

aix(k−1)−b,l

( )

hk,l + blhk−b,l

( )
+ hk,lhk−b,l. (13)

In the sum block, the consecutive samples at input are added together
in each second half of bit period to produce a decision variable s(2)l as

s(2)l =
∑b
k=1

∑l
g=1

d(2)g,k,l =
∑b
k=1

∑L
j=0

(l j+1 − lj)d
(2)
g,k,l

= Cbl
∑b
k=1

x2k−b,l + Dbl
∑b
k=1

x2(k−1)−b,l + 2Ebl
∑b
k=1

xk−b,lx(k−1)−b,l

+ A
∑b
k=1

xk−b,l hk,l + blhk−b,l

( )

+ B
∑b
k=1

x(k−1)−b,l hk,l + blhk−b,l

( )
+ l

∑b
k=1

hk,lhk−b,l ,

(14)
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where

C =
∑L
j=1

(l j+1 − lj)
∑j

i=1

ai

( )2

, (15)

D =
∑L
j=1

(l j+1 − lj)
∑L
i=j+1

ai

( )2

, (16)

E =
∑L
j=1

(l j+1 − lj)
∑j

i=1

ai

∑L
i=j+1

ai, (17)

Finally, the binary value of the lth bit is recovered according to (10).
3 Performance analysis

This section presents the analysis of BER performance for two
proposed DCSK receivers. The analysis process is carried out in
two steps, i.e. theoretical derivation and numerical integration. For
the sake of explanation, we classify and denote the signal
components in the decision variables, i.e. s(1)l and s(2)l , respectively,
as follows

W1 = A2bl
∑b
k=1

x2k−b,l + B2bl
∑b
k=1

x2(k−1)−b,l , (18)

X1 = 2ABbl
∑b
k=1

xk−b,lx(k−1)−b,l , (19)

Y1 = l
∑b
k=1

Axk−b,l + Bx(k−1)−b,l

( )
hk,l + blhk−b,l

( )
, (20)

Z1 = l2
∑b
k=1

hk,lhk−b,l , (21)

and

W2 = Abl
∑b
k=1

x2k−b,l + Bbl
∑b
k=1

x2(k−1)−b,l , (22)

X2 = Cbl
∑b
k=1

xk−b,lx(k−1)−b,l , (23)

Y2 = D
∑b
k=1

xk−b,l hk,l + blhk−b,l

( )

+ E
∑b
k=1

x(k−1)−b,l hk,l + blhk−b,l

( )
, (24)

Z2 = l
∑b
k=1

hk,lhk−b,l. (25)

In the above equations, the components, i.e. W1, X1, Y1, Z1 of the
variable s(1)l , and W2, X2, Y2, Z2 of the variable s(2)l , are random
functions. Owing to the independence between fading coefficients
and delays in the primary and secondary paths and their
independence to AWGN, these components are also independent.

3.1 Theoretical derivation

First, the statistics of the components, i.e. W1, X1, Y1, Z1 and W2, X2,
Y2, Z2, in the case of a ‘+1’ bit transmitted are determined. Under the
assumption that the value of β is high enough so that the correlation
values of the independent variables in these components are
IET Commun., 2016, Vol. 10, Iss. 11, pp. 1263–1272
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approximately equal to zero, the mean and mean squared values are
determined as follows

E[W1|bl = +1] = (A2 + B2)bEc, (26)

E[X1|bl = +1] = E[Y1|bl= +1] = E[Z1|bl = +1] = 0. (27)

E[W 2
1 |bl = +1] = (A4 + B4)

b(Ec4 + (b− 1)E2
c )+ 2A2B2b2E2

c , (28)

E[X 2
1 |bl = +1] = 4A2B2bE2

c , (29)

E[Y 2
1 |bl = +1] = l2(A2 + B2)bN0Ec, (30)

E[Z2
1 |bl = +1] = l4b

N2
0

4
, (31)

with Ec = E[x2k,l], Ec4 = E[x4k,l], N0 = 2E[h2
k,l], and

E[W2|bl = +1] = (C + D)bEc, (32)

E[X2|bl = +1] = E[Y2|bl = +1] = E[Z2|bl = +1] = 0. (33)

E[W 2
2 |bl = +1] = (C2 + D2)

b(Ec4 + (b− 1)E2
c )+ 2CDb2E2

c , (34)

E[X 2
2 |bl = +1] = 4E2bE2

c , (35)

E[Y 2
2 |bl = +1] = (A2 + B2)bN0Ec, (36)

E[Z2
2 |bl = +1] = l2b

N2
0

4
. (37)

On the basis of the resulting values above, the variances of the
components are calculated by

Var[W1|bl = +1] = E[W 2
1 |bl = +1]− E2[W1|bl = +1]

= (A4 + B4)b(Ec4 − E2
c ), (38)

Var[X1|bl = +1] = E[X 2
1 |bl = +1]− E2[X1|bl = +1]

= 4A2B2bE2
c , (39)

Var[Y1|bl = +1] = E[Y 2
1 |bl = +1]− E2[Y1|bl = +1]

= l2(A2 + B2))bN0Ec, (40)

Var[Z1|bl = +1] = E[Z2
1 |bl = +1]− E2[Z1|bl = +1]

= l4b
N 2
0

4
, (41)
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and

Var[W2|bl = +1] = E[W 2
2 |bl = +1]− E2[W2|bl = +1]

= (C2 + D2)b(Ec4 − E2
c ), (42)

Var[X2|bl = +1] = E[X 2
2 |bl = +1]− E2[X2|bl = +1]

= 4E2bE2
c , (43)

Var[Y2|bl = +1] = E[Y 2
2 |bl = +1]− E2[Y2|bl = +1]

= (A2 + B2)bN0Ec, (44)

Var[Z2|bl = +1] = E[Z2
2 |bl = +1]− E2[Z2|bl = +1]

= l2b
N2
0

4
. (45)

Due to the statistical independence between the components, i.e.W1,
X1, Y1, Z1 and W2, X2, Y2, Z2, the mean value and variance of the
decision variables, s(1)l and s(2)l , are, respectively, determined as

E[s(1)l |bl = +1] = E[W1|bl = +1]+ E[X1|bl = +1]

+ E[Y1|bl = +1]+ E[Z1|bl = +1]

= E[W1|bl = +1], (46)

Var[s(1)l |bl = +1] = Var[W1|bl = +1]+ Var[X1|bl = +1]

+ Var[Y1|bl = +1]+ Var[Z1|bl = +1].

(47)

and

E[s(2)l |bl = +1] = E[W2|bl = +1]+ E[X2|bl = +1]

+ E[Y2|bl = +1]+ E[Z2|bl = +1]

= E[W2|bl = +1], (48)

Var[s(2)l |bl = +1] = Var[W2|bl = +1]+ Var[X2|bl = +1]

+ Var[Y2|bl = +1]+ Var[Z2|bl = +1].

(49)

Second, the case of a ‘−1’ bit transmitted is considered. Similarly,
we have

E[s(1)l |bl = −1] = −E[s(1)l |bl = +1], (50)

Var[s(1)l |bl = −1] = Var[s(1)l |bl = +1], (51)

and

E[s(2)l |bl = −1] = −E[s(2)l |bl = +1], (52)

Var[s(2)l |bl = −1] = Var[s(2)l |bl = +1]. (53)

Assuming that each bit, either ‘+1’ or ‘−1’, appears at the output of
the data source with a probability of 1/2. Based on the obtained
results above, the statical BER expressions for the SDS and DSS
receivers can be, respectively, derived by the Gaussian
1267



approximation as follows

BERSDS = 1

2
Pr (s(1)l ≤ 0|bl = +1)+ 1

2
Pr (s(1)l . 0|bl = −1)

= Q
Var[s(1)l |bl = +1]

E2[s(1)l |bl = +1]

( )−(1/2)

= Q
(A4 + B4) (Ec4/E

2
c )− 1

( )+ 4A2B2

b(A2 + B2)2

(

+ 2

(A2 + B2/l2)(Eb/N0)

+ b

(A2 + B2/l2)(Eb/N0)
( )2

)−(1/2)

, (54)

and

BERDSS = 1

2
Pr (s(2)l ≤ 0|bl = +1)+ 1

2
Pr (s(2)l . 0|bl = −1)

= Q
Var[s(2)l |bl = +1]

E2[s(2)l |bl = +1]

( )−(1/2)

= Q
(C2 + D2)((Ec4/E

2
c )− 1)+ 4E2

b(C + D)2

(

+ 2(A2 + B2)/(C + D)l
( )

(C + D/l)(Eb/N0)

+ b

(C + D/l)(Eb/N0)
( )2

)−(1/2)

, (55)

where the function Q( · ) is defined by

Q(1) = 1����
2p

√
∫1
1

exp (y2/2) dy,

and Eb = 2βEc is average bit energy.
In the studied channel, since the fading coefficients vary randomly

according to the Rayleigh distribution, the elements within the
brackets in (54) and (55), respectively, denoted by

fSDS = (A4 + B4) (Ec4/E
2
c )− 1

( )+ 4A2B2

b(A2 + B2)2
,

gSDS = A2 + B2

l2
Eb

N0
,

and

fDSS = (C2 + D2)((Ec4/E
2
c )− 1)+ 4E2

b(C + D)2
,

cDSS = 2(A2 + B2)

(C + D)l
, gDSS = C + D

l

Eb

N0

also randomly vary in the communication process. Here, the
elements, i.e. gSDS and gDSS, are considered as the main elements
because they fully depend on the bit energy Eb and all parameters
of the channel, i.e. L, αj, tj, N0. To simplify our analysis, the
elements, fSDS and fDSS, cDSS are considered as constants which
are, respectively, equal to

fSDS = (A
4 + B

4
) (Ec4/E

2
c )− 1

( )+ 4A
2
B
2

b(A
2 + B

2
)
2 ,
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and

fDSS = (C
2 + D

2
)((Ec4/E

2
c )− 1)+ 4E2

b(C + D)
2 ,

cDSS = 2(A
2 + B

2
)

(C + D)l
.

The constants, i.e. A, B, C, D, E are respectively obtained by
replacing the variable coefficients αj in A, B, C, D, E by their
mean values, i.e. aj = sj

�����
p/2

√
.

The statistical BER expressions in (54) and (55) are approximated
by

BERSDS ≃ Q fSDS +
2

gSDS
+ b

g2SDS

( )−(1/2)

, (56)

and

BERDSS ≃ Q fDSS +
cDSS

gDSS
+ b

g2DSS

( )−(1/2)

. (57)

On the basic of (56) and (57), the dynamical BER expressions
reflecting the variation of fading coefficients corresponding to two
proposed receivers are obtained as follows

BER(gSDS)SDS ≃
∫1
0
Q fSDS +

2

gSDS
+ b

g2SDS

( )−(1/2)

× f (gSDS) dgSDS, (58)

and

BER(gDSS)DSS ≃
∫1
0
Q fDSS +

cDSS

gDSS
+ b

g2DSS

( )−(1/2)

× f (gDSS) dgDSS, (59)

with f (gSDS) and f (gDSS) being the probability density functions
(PDF) of the elements gSDS and gSDS, respectively.
3.2 Performance in special cases of studied channel

In this subsection, we consider the performances of two proposed
receivers in two special cases of the studied channel, i.e. AWGN
channel and one-path Rayleigh fading channel. In the first case, an
AWGN channel is equivalent to our channel in the case of L = 1
and α1 = 1. The values of parameters and elements are obtained as
follows: l1 = 0, l2 = l, A = C = l, B =D = E = 0,
fSDS = fDSS = (Ec4/E

2
c )− 1

( )
/b ≃ 0, cDSS = 2, and gSDS

= gDSS = Eb/N0. The dynamical BER expressions in (58) and (59)
become

BERSDS
Eb

N0

( )
= BERDSS

Eb

N0

( )

≃ Q
2

Eb/N0

( )+ b

Eb/N0

( )2
( )−(1/2)

. (60)

These BER results are exactly the same as that of the conventional
DCSK system presented in [22, 23]. For the second case, one-path
Rayleigh fading channel has been used for performance investigation
of the conventional DCSK system in [24]. This channel is equivalent
to our channel in the case of L = 1 and α1 > 0. Under this condition,
we obtain the following values: l1 = 0, l2 = l, A = lα1, C = la2

1,
B =D = E = 0, fSDS = fDSS = (Ec4/E

2
c )− 1

( )
/b ≃ 0, cDSS = 2,
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and gSDS = gDSS = a2
1Eb/N0. The PDFs are determined by

f (gSDS) = f (gDSS) =
1

2s2
1(Eb/N0)

e−(a21/2s
2
1)

The dynamical BER expressions become as follows

BERSDS a2
1
Eb

N0

( )
≃ BERDSS a2

1
Eb

N0

( )

≃
∫1
0
Q

2

a2
1(Eb/N0)

+ b

a2
1(Eb/N0)

( )2
( )−(1/2)

1

2s2
1(Eb/N0)

e−(a21/2s
2
1)d a2

1
Eb

N0

( )
.

(61)

This result is also the BER expression obtained in [24]. We can find
that the obtained results in (60) and (61) totally agree with the results
in the previous studies in [22–24], respectively. It means that the
performances under AWGN and one-path Rayleigh fading
channels of the SDS and DSS receivers are the same as those of
the conventional receiver. However in our study, the channel
under investigation is the frequency non-selective Rayleigh fading
channel which is generalised with the number of paths L≥ 2,
Therefore, the more number of secondary paths L, the more
complicated, if not impossible, the theoretical determination of the
f (H ) is. For this reason, another simpler approach to estimate the
PDFs and performances using numerical integration is presented in
the next subsection.

3.3 Numerical integration

In this approach, the numerical computation method proposed in
[45] is used to determine histograms of value distribution of gSDS
and gDSS instead of theoretically determining their PDFs. The
sample values of gSDS and gDSS are first computed and then used
to build the histogram of value distribution. With the assumption
that the values of gSDS and gDSS are the outputs of stationary
random processes [46], the obtained histograms can be considered
as a good estimation of the PDFs. Based on the BER expressions
theoretically obtained in (58) and (59) as well as the distribution
histograms obtained by the computation, the BER performances of
two proposed receivers can be respectively calculated by the
following numerical integrations

BERSDS(gSDS)

≃
∑N
m=1

Q fSDS +
2

gSDS,m
+ b

g2SDS,m

( )−(1/2)

×P(gSDS,m), (62)

and

BERDSS(gDSS)

≃
∑N
m=1

Q fDSS,m + cDSS,m

gDSS,m
+ b

g2DSS,m

( )−(1/2)

×P(gDSS,m), (63)

where N is the number classes of the histogram and P(gDSS,m) is the
probability of having the energy in intervals centred on gDSS,m.
Fig. 3 Histograms of the value distribution of the elements, gSDS and gDSS,
in the case of Eb/N0 = 10 dB and l= 30
4 Simulation results and comparison

In this section, the performances of two receivers obtained by the
analysis according to (62), (63) and the corresponding numerical
simulations are displayed in the same graphs for the comparison.
The figures display the BER performance with respect to the
typical parameters, i.e. the ratio Eb/N0, spreading factor 2β, and
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number of samples per chip l, when the number of paths L
gradually increases from 2 to 5. The chaotic map used for
generating the chaotic sequence is the Chebyshev polynomial
function of order 2 [47] given by

xk = f (xk−1) = 2x2k−1 − 1, (64)

with the invariant PDF of x, denoted by ρ(x) being

r(x) =
1

p
�������
1− x2

√ x| | , 1,

0 otherwise.

⎧⎨
⎩ (65)

The values of Ec and Ec4 are determined by

Ec = E x(i)k,l
2

[ ]
=

∫1
−1

x2r(x) dx =
∫1
−1

x2
1

p
�������
1− x2

√ dx = 1

2
. (66)

Ec4 = E x(i)k,l
4

[ ]
=

∫1
−1

x4r(x) dx =
∫1
−1

x4
1

p
�������
1− x2

√ dx = 3

8
. (67)

The parameters of the channel are set as follows: σ1 = 0.7 for the
primary path; σ2 = 0.6, t2 = 5, σ3 = 0.5, t3 = 10, σ4 = 0.4, t4 = 15,
and σ5 = 0.3, t5 = 20, for the secondary paths.

Fig. 3 shows the histograms of value distribution of gSDS and gDSS
obtained by the numerical computations for the case of Eb/N0 = 10
dB and l = 30. Each histogram was plotted by means of N = 1000
classes which are calculated statistically from 100,000 samples. It
clearly appears that the increment of L leads to the changes of
value distribution, specifically, the average values and variation
ranges of gSDS,m and gDSS,m increases. In addition, with the same
value of L, the average value and variation range of gDSS,m is
always higher than those of gSDS,m. Due to the property of Q
function, we can find from (62) and (63) that these changes will
make the BERs reduce, where the reduced amount of the DSS
receiver is greater than that of the SDS one.

In Fig. 4, we study the effect of the ratio Eb/N0 and number of
paths L on the performance of the receivers in the case of l = 30
and β = 32. The BER performances obtained in (60) and (61) for
the special cases of the channel with L = 1 are also plotted. It can
be seen that there is a good match between the analysis and
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Fig. 4 BER values against the ratio Eb/N0 in the case of β= 32 and l= 30

Fig. 6 BER values against the number of samples per chip l in the case of
Eb/N0 = 10 and β= 30
simulation performances. We can find interesting results, i.e. the
performance of the receivers is significantly improved when the
number of paths increases, where the performance of the DSS
receiver gets better than that of the SDS with the higher value of
L. For example at the same Eb/N0 = 10 dB, the BER values of the
SDS and DSS receiver corresponding to L = 1, 2, 3, 4, 5 are 1.9 ·
10−1, 5.1 · 10−2, 1.2 · 10−2, 5.2 · 10−3, 2.3 · 10−3; and 1.9 · 10−1,
4.2 · 10−2, 7.9 · 10−3, 1.4 · 10−3, 5.3 · 10−4, respectively.

The effect of the value of the spreading factor on the BER
performance in the case of Eb/N0 = 10 dB and l = 30 is shown in
Fig. 5. We can observe that in the value range from 20 to 98, the
value increment of β and corresponding BERs is directly
proportional to each other. For example with the case of L = 3, the
BER values for the SDS and DSS receiver increase, respectively,
from 1.1 · 10−2 and 5.1 · 10−2 to 2.9 · 10−2 and 1.9 · 10−2
Fig. 5 BER values against the spreading factor 2β in the case of Eb/N0 = 10
and l= 30
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corresponding to β changing from 20 to 98. In contrast, in the
value range from 4 to 20, the increment of β makes the BERs
reduce. In particular, the minimum values of BER are obtained
with the value of β within 10 and 20. It means that the good
performance is obtained at low values of spreading factor, or in
other words, our proposed receivers can perform well even with a
moderate bandwidth. Generally, the simulation results exactly
agree with the analysis ones except for the range of β≤ 20. The
differences become more pronounced at higher values of L. There
are two causes for these differences. First, our assumption in
Section 3.1, i.e. the correlation values of the independent variables
are approximately equal to zero, is no longer satisfied with low
spreading factor. Second, the elements, fSDS and fDSS, cDSS, in
(54) and (55) are approximated by the constants, fSDS and fDSS,
cDSS, in (56) and (57), respectively. Note that these assumption
and approximation aim to simplify our BER analysis but
simultaneously they also create the differences.

Fig. 6 shows the dependence of BER values upon the number of
samples per chip l in the case of Eb/N0 = 10 and β = 32. It clearly
appears that the performance of the receivers is enhanced when
the value of l is increased. For example with the case of L = 5, the
BER values of the SDS and DSS receivers reduce, respectively,
Fig. 7 BER performance comparison in the case of β= 32 and l= 30
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Table 1 Number of funtional blocks used in transmitter (Tx) and receiver (Rx) of different DCSK systems

Used blocks Systems

Conventional
DCSK

FM-DCSK MIMO DCSK-CD MC-DCSK Proposed
DCSK

Tx Rx Tx Rx Tx Rx Tx Rx Tx Rx

chaos generator 1 0 1 0 1 0 1 0 1 0
delay block 1 1 1 1 N N 0 0 1 1
signal multiplier 1 1 1 1 N− 1 2N + 2 2M− 1 M 1 1
switching block 1 0 1 0 1 0 0 0 1 0
sum block 0 1 0 1 0 2 1 0 0 2
decision circuit 0 1 0 1 0 1 0 1 0 1
FM modulator 0 0 1 0 0 0 0 0 0 0
filter 0 0 0 1 0 0 0 M 0 0
S/P or P/S converter 0 0 0 0 0 0 1 1 0 0
store matrix 0 0 0 0 0 0 0 2 0 0
matrix multiplier 0 0 0 0 0 0 0 1 0 0
over-sampling block 0 0 0 0 0 0 0 0 0 1
Walsh-code generator 0 0 0 0 1 1 0 0 0 0
from 3.1 · 10−3 and 1.2 · 10−3 to 7.5 · 10−4 and 3.3 · 10−4

corresponding to the value of l increasing from 20 to 60. As can
be clearly seen from this figure that the analysis agreed very well
with the simulations.

The comparison of BER performance between the SDS, DSS and
conventional DCSK receivers is displayed in Fig. 7. It clearly
appears that the performance of the conventional scheme is the
same as that of the proposed ones in the case of L = 1. In
particular, the SDS scheme performs better than the conventional
one in the cases of L = 2, 3, nearly the same when L = 4, yet worse
in the case of L = 5. However, in all the cases of L = 2, 3, 4, 5, the
performance of DSS scheme is always better than that of the SDS
and conventional ones. For example at the same Eb/N0 = 10 dB,
BER values of the conventional, SDS, and DSS receivers
corresponding to L = 2, 3, 4, 5 are 8.4 · 10−2, 2.3 · 10−2, 5.1 · 10−3,
1.5 · 10−3; 5.1 · 10−2, 1.2 · 10−2, 5.2 · 10−3, 2.3 · 10−3; and 4.2 ·
10−2, 7.9 · 10−3, 1.4 · 10−3, 5.3 · 10−4, respectively.
5 Discussion on implementation complexity

This section presents our discussion on the implementation
complexity of the proposed DSS receiver. Since the DSS receiver
performs the demodulation to recover the data based on the
discrete-sampling process, the hardware implementation can be
carried out with the use of high-speed programmable CHIPs such
as FPGA, DPS, or Microcontroller. All blocks in the proposed
schemes can be implemented by available or created modules on
the same CHIP. For example, the sampler at the input can be done
by an ADC module, in which the received signal is sampled and
converted into binary values restored in registers. The delay block
can be realised by a counter or a timer. The multiplication, sum,
and threshold comparison of discrete samples are then done by
corresponding calculations with respect to the binary values on the
registers. In addition, with the simple architectures, the receivers
can achieve low power consumption, low cost and small size.
Table 1 shows the number of functional blocks used in the
transmitter and receiver of different DCSK systems. We can see
that the conventional DCSK system proposed in [25] has the
simplest architecture, where the transmitter consists of a chaotic
sequence generator, a delay block, a multiplier, and a switching
block, while the receiver is composed by a delay block, a
multiplier, a sum block, and a decision circuit. In the FM-DCSK
system [29], beside the above components, a FM modulator and a
channel filter are added to the inputs of the transmitter and
receiver, respectively. The architecture of MC-DCSK [34] and
MIMO DCSK-CD [39] systems is much more complicated than
that of the original one. The MC-DCSK transmitter uses a chaos
generator, (2M− 1) multipliers with M being number of
subcarriers, a sum block, and a serial/parallel (S/P) converter,
while its receiver includes M multipliers, M matched filters, two
IET Commun., 2016, Vol. 10, Iss. 11, pp. 1263–1272
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store matrices and a matrix multiplier, a P/S converter, and a
decision circuit. With respect to the MIMO DCSK-CD system,
multiple-access is performed by adopting the orthogonal Walsh
code sequences, in which the relay and destination both employ
multiple antennas to strengthen the robustness against signal
fading in a wireless network. In particular, the MIMO DCSK-CD
receiver is based on the generalised maximum likelihood detector,
which consists of N delay blocks and (2N + 2) multipliers with N
being the number of users, two sum blocks, a Walsh-code
generator, and a decision circuit. For the sake of simple
architecture, the oversampling-based DCSK system under our
study uses the same transmitter as the original one. Basically, the
proposed scheme of DSS receiver is based on that of the
conventional one, where a oversampler and a sum block are,
respectively, added to the input and output of the correlator. It can
be found from the above description that the architecture of our
DCSK system with DSS receiver is more complicated than that of
the conventional one, but simpler than that of the FM-DCSK
system and much simpler than those of the MC-DCSK and MIMO
DCSK-CD systems.
6 Conclusion

Two direct sampling DCSK receivers operating based on the same
hardware platform with different structures, i.e. SDS and DSS,
have been proposed for communication at physical layer under
frequency non-selective fading channels. The mathematical
modelling in discrete-time domain of the DCSK system under
study, which consists of the conventional transmitter, the
generalised non-selective Rayleigh fading with multiple
transmission paths, and the proposed receivers were presented. The
BER performance was analysed in detail by means of the
combined method of theoretical derivation and numerical
integration. The simulated performances were shown to verify the
corresponding analysed ones. It can be found from the obtained
results that both receivers can perform well under the studied
channel and their performance gets increasingly better when the
number of paths gradually increases. It means that the receivers
can exploit the non-selective-fading characteristic of multipath
channels to improve their performance. In particular, our
comparison showed that under the same condition, the
performance of the DSS receiver is always better than that of the
SDS and conventional ones, and this performance difference gets
larger with a higher number of paths. The aforementioned features
make the DSS receiver along with the conventional transmitter be
a promising and robust solution in the design of secure physical
layer with low complexity, low cost, low power consumption, and
small size for communications between nodes in LR-WPANs. The
hardware implementation and performance measurement of the
DSS receiver are also our future work.
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