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Intelligent Reflecting Surface-assisted mmWave
Communication with Lens Antenna Array

Yazheng Wang, Hancheng Lu, Dan Zhao, Yansha Deng and Arumugam Nallanathan

Abstract— In millimeter wave (mmWave) communication, lens
antenna array has been considered as a potential technique to
combat the severe path loss. However, blockage effect still exists.
To address this issue, we design an intelligent reflecting surface
(IRS) assisted wideband mmWave communication system with
lens antenna array with limited radio frequency (RF) chains.
This is the first attempt to design a mmWave communication
system with the integration of IRS and lens antenna array. The
designed system can realize high robust, low-complexity and cost-
effective mmWave communication. To achieve desired perfor-
mance, we first derive the signal-to-interference-plus-noise ratio
(SINR) expression with the intersymbol interference, then we
formulate a SINR maximization problem, by jointly considering
the beamforming vector at base station with limited RF chains
and reflection coefficient matrices at IRS with discrete phase
levels. This problem is intractable and non-convex. To solve
it, we optimize the reflection coefficient matrices by quadratic
transformation with low-complexity closed-form expression, and
the beamforming vector is handled by sparse beamforming
optimization, where the l0 norm is approximated by the l1 norm.
Finally, simulation results demonstrate the advantages of our
proposed algorithm compared with benchmark schemes, e.g., 5
dB SINR gain can be achieved compared with existing algorithm.

Index Terms— Intelligent reflecting surface (IRS), lens antenna
array, millimeter wave (mmWave), blockage effect, beamforming.

I. INTRODUCTION

Millimeter Wave (mmWave) communication, with fre-

quency ranging from 30∼300GHz to provide Gbps data rate, is

regarded as a key technology for fifth generation (5G) mobile

communication and beyond [1]–[3]. Due to the higher carrier

frequency, mmWave suffers from orders-of-magnitude more

free-space-loss path loss compared with the lower frequency

bands [4]. Fortunately, smaller wavelengths of mmWave can

be more effective by compacting large number of antennas

at either the transmitter or the receiver to achieve significant

beamforming gains via compensating for the severe path loss.

Despite the benefits brought by the large antenna array to

mmWave, it also suffers from high complexity in computation

and high cost in energy consumption, since each antenna

requires one dedicated radio frequency (RF) chain in conven-

tional multiple input multiple output (MIMO) communication
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system [6], [7]. A potential way to realize low complex and

cost-effective mmWave communication is to use lens antenna
array [8]–[16], which was first proposed in [11] based on the

concept of beamspace MIMO communication [12]. Specifi-

cally, it is generally consists of an electromagnetic (EM) lens

and a matching antenna array located in the focal region of the

EM lens [8], [10], and is capable of changing the propagation

directions of the EM rays, analogous to the optical lenses.

By manipulating the direction of the EM rays, lens antenna

array embraces angle-dependent energy focusing property.

With this unique property and the angular sparsity of mmWave

channels, mmWave signals can be approximately transformed

from antenna space to beamspace. Since the beam dimension

of mmWave signals is much smaller than antenna dimension,

the required number of RF chains in lens antenna array can

be significantly reduced [13] to enable the low-complexity

and cost-effective mmWave communication. Existing works

mainly focus on the performance of lens antenna array [8]–

[17]. Zeng et al. in [8], [10] proposed a cost-effective mmWave

lens system for the single-user and multi-user scenario. In

[14], Wang et al. proposed a spectrum-efficient and energy-

efficient mmWave transmission scheme, where NOMA was

integrated to support more users in beamspace mmWave com-

munication systems. Due to the limited RF chains constraint

at BS, generally a small set of antennas were chosen for data

transmission. In [15], Guo et al. considered the joint design

of beam selection and precoding matrices to maximize the

sum-rate of a downlink single-sided lens MU-MIMO mmWave

system, while an efficient algorithm was proposed based on

the innovative penalty dual decomposition method. Huang et
al. [16] studied the joint beamforming and antenna selection

problem for the downlink multi-user mmWave lens antenna

array system.

However, with lens antenna array, mmWave communication

still suffers from blockage effect, which severely degrades

the system performance. Large antenna array usually forms

narrow transmission beams, which is suitable for fixed line-

of-sight (LoS) links. Such links are vulnerable to blockage

effect, which frequently happens due to the obstacles in the

environments. Particularly, due to the narrow beamwidth of

mmWave, even a small misalignment between the transmitter

and receiver antennas or a very small obstacle, such as

a person’s arm, will significantly block the link [4], [33].

Meanwhile, due to the time-varing mmWave channels and

the strong path loss of mmWave signals, the performance

enhancement brought by lens antenna array is still limited

and the optimization of BS beamforming is insufficient for

a satisfying communication quality.

Page 1 of 60

IEEE Transactions on Cognitive Communications and Networking

Under review for possible publication in

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



2

To overcome blockage effect and establish robust mmWave

connection when the LoS link and non-LoS links with nat-

ural refections are blocked by obstacles [29], [31], [33], we

introduce intelligent reflecting surface (IRS) into the mmWave

lens system. IRS is a recently proposed promising technology,

as a kind of reconfigurable intelligent surfaces that can re-

configure the wireless propagation environment via software-

defined reflection [18]–[33]. In detail, IRS is a planar array

consisting of a large number of reconfigurable low-cost passive

elements, where each element can independently reflect the

incident signals with reconfigurable amplitudes and phase

shifts through the aid of the smart micro controller [18].

By properly adjusting the passive beamforming, the signals

reflected by IRS with different paths can be constructively

added at the receiver to enhance the desired signals power,

cancel the undesired signals, and suppress interferences [21].

In [20], Guo et al. focused on the maximization of the

weighted sum-rate, while the beamforming at BS was opti-

mized based on the fractional programming method. Wu et
al. [21] proposed to minimize the total BS transmit power

by jointly optimizing active beamforming and passive beam-

forming under the quality of service constraint of each user.

In [22], Huang et al. focused on the energy efficiency issue

and provided up to 300% energy efficiency compared with

using conventional multi-antenna amplify-and-forward relay.

On the other hand, channel estimation in IRS-assisted systems

is a challenging problem since IRS is composed of passive

reflecting elements and is unable to perform signal processing

[23]–[27]. A least square channel estimation scheme was

proposed in [23], where the elements were serially switched

on. You et al. [24] designed a novel hierarchical training

reflection with discrete IRS phase levels. In [26], the channel

estimation in IRS-assisted mmWave was cast as a sparse

signal recovery problem and solved by compressed-sensing

methods. Moreover, IRS is applicable to mmWave systems

due to its reconfigurability and low hardware cost [28]–[33].

Wang et al. in [28] proposed to maximize the received signal

power in IRS-assisted mmWave systems by exploiting some

important characteristics of mmWave channels. Zuo et al.
investigated the combination of IRS, NOMA and mmWave to

further enhance the sum-rate performance of wireless system

[29]. In [30], Cao et al. studied the power minimization

problem in IRS-assisted uplink mmWave system where time

delay requirements were taken into consideration. However,

these existing works considered mmWave system with massive

transmit antennas and RF chains, which leads to unaffordable

energy consumption and hardware cost.

Motivated by this, we attempt to utilize the significant

advantages of both lens antenna array and IRS to enhance the

system performance without incurring huge energy consump-

tion. With the potential to achieve high robust, low-complexity

and cost-effective wideband mmWave communication, inte-

grating IRS with lens antenna array brings the following

unique challenges. First, the detrimental multi-path effect in

wideband communications, i.e., the intersymbol interference

(ISI) should be taken into account. Furthermore, the expres-

sions of the ISI and the signal-to-interference-plus-noise ratio

(SINR) are different from existing works only with lens an-

tenna array or IRS, making it challenging to perform optimiza-

tion to obtain the desired performance. Second, as stated in

[8]–[10], [16], the massive antennas in mmWave system lead

to unaffordable computation complexity. For practical designs

that need to operate with low signal processing complexity

and limited RF chains, the traditional ISI mitigation method

such as orthogonal frequency division multiplexing (OFDM)

becomes less appealing and effective [9], [10]. Therefore, we

exploit IRS to enhance the received signal power and weaken

the ISI simultaneously without incurring additional signal

processing for OFDM. Third, different from the conventional

uniform linear array (ULA) and uniform planar array (UPA),

lens antenna array with limited RF chains is equipped at base

station (BS), which leads to a non-convex l0 norm constraint

and brings the need to jointly design the beamforming and the

antenna selection. Futhermore, we consider mulitple IRS with

discrete phase levels, which is more practical than continuous

phase levels. As a result, the optimization becomes more

complex than existing works [20], [21], [28].

In this paper, we attempt to combat aforementioned chal-

lenges by leveraging the benefits from IRS and lens antenna ar-

ray. We design a multi-IRS assisted wideband mmWave com-

munication system with lens antenna array, which can achieve

high robust, low-complexity, and cost-effective mmWave com-

munication. Specifically, lens antenna array is exploited at BS

to reduce the RF chains cost and multiple IRS are deployed

to circumvent the obstacles and enhance the system perfor-

mance by properly optimizing the IRS reflection coefficient

matrices. Therefore, the main contributions of this paper can

be summarized as follows:

• To reduce the hardware complexity and energy consump-

tion, we exploit lens antenna array in mmWave system.

Meanwhile, IRS is utilized to overcome blockage effect

and enhance the system performance. To the best of

our knowledge, we are the first to design such IRS

and lens antenna array integrated wideband mmWave

communication system.

• For practical designs with low processing complexity and

limited RF chains, the conventioal ISI mitigation methods

such as OFDM becomes less effective. Therefore, we

utilize IRS to improve the received signal power as well

as weaken the ISI. We first derive the SINR expression

with the ISI, then we formulate the SINR maximization

problem, by jointly considering the beamforming vector

at BS with limited RF chains and the reflection coefficient

matrices at IRS with discrete phase levels.

• To solve such an intractable and non-convex problem, we

propose an efficient two-step optimization algorithm. The

IRS reflection coefficient matrices optimization is solved

by quadratic transformation. Specifically, all the elements

in IRS reflection coefficient matrices are optimized with

low-complexity closed-form expression serially. The BS

beamforming vector optimization is handled by sparse

beamforming optimization under the limited RF chain

constraint, where the non-convex l0 norm is approximated

by l1 norm.

• Finally, extensive simulations are performed to evaluate
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the performance of our proposed algorithm. The simu-

lation results demonstrate that our proposed algorithm

converges fast and achieves significant performance gains

compared with benchmark schemes, e.g., 5 dB SINR gain

can be achieved compared with existing algorithm.

The rest of this paper is organized as follows. In Section

II we present the related technologies of the designed system.

In Section III, the system model is described, then the max-

min problem with joint active and passive beamforming opti-

mization is formulated. In Section IV the formulated problem

is carefully analyzed and solved. Performance evaluation is

conducted in Section V. Finally, we conclude this paper in

Section VI.

Notations: Scalars are denoted by italic letters, vectors and

matrices are presented by bold-face lower-case and upper-

case letters, respectively. For any general matrix A, ai,j is

the i-th row and j-th column element. AT , A∗ and AH

represent the transpose, conjugate, and conjugate transpose

of A, respectively. For any general complex-valued vector x,

x∗ represents its conjugate, xi denotes the i-th element of x,

and diag{x} denotes a diagonal matrix with each diagonal

element being the corresponding element in x. ‖x‖0, ‖x‖1,

‖x‖, ‖x‖∞ denote �0, �1, �2 and �∞ norm of the vector x,

respectively. C
x×y represents the space of x × y complex-

valued matrices. sinc(·) is the “sinc” function defined as

sinc(x) � sin(πx)/(πx). Re{·} denotes the real part of a

complex number. The calligraphy upper-case letter M denotes

a set.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a multi-IRS assisted downlink single-user

mmWave lens MISO system with one user served by one BS,

as illustrated in Fig. 1. The BS is equipped with lens antenna

array with M antenna elements, and the user is equipped

with only one antenna element. Taking into account the cost-

effective implementations, we assume that the BS only has

MRF RF chains. These MRF RF chains are connected to the

M antenna elements with analog switches. Since the mmWave

links are highly susceptible to environmental blockages and

dynamics, we assume the direct mmWave link between the

BS and the user is severely blocked by obstacles, such that the

BS can only communicate with the user through the signals

reflected by the IRSs.

A. Multi-IRS assisted downlink mmWave lens transmission

The multi-IRS assisted downlink mmWave lens link is a

concatenation of three components, i.e., the BS-IRS link, IRS

reflection coefficient matrix , and the IRS-user link. We deploy

L IRS between BS and user, and each IRS corresponds to

one main path with path delay τl. Without loss of generality,

those subpaths that are indistinguishable in neither temporal

nor spatial domain are grouped into a single main path [16].

In our designed system, each IRS is assumed to comprise

N elements. Each element of the IRS receives the signal

from a specific path, then these elements independently reflect

the incident signal by controlling its amplitude and phase to

achieve passive beamforming. All these distributed IRSs are

managed by a smart controller, which can exchange channel
state information (CSI) and coordinate the reflecting modes for

all IRSs. Meanwhile, due to the high path loss of mmWave

and the distributed deployment of multiple faraway IRSs, the

inter-IRS links for cooperative IRSs are ignored, which is

similar to [28], [31]. At the user side, signals reflected by

different IRSs may be superimposed to enhance the received

power or cause inter symbol interference, corresponding to

their respective path transmission delay. We assume the CSI

is perfectly known at the BS and IRS1, which is the same as

[20], [21].

B. Multi-IRS assisted mmWave lens channel model

Due to the additional space gap required between the EM

lens and antenna elements, lens antenna array is more inclined

to be deployed at the BS [10]. Under general multi-path

communication environments, the channel impulse response

from the m-th antenna element of the BS to the user can be

expressed as

θm(t) =
L∑

l=1

gH
l (t)Φlhm,l(t), (1)

where L represents the number of spatial paths that can be

distinguished by the m-th antenna. We assume that each path

is assisted by one IRS. hm,l(t) ∈ C
N×1 denotes the channel

impulse response between the m-th antenna and the l-th IRS.

Φl ∈ C
N×N denotes the diagonal reflection coefficient matrix

of the l-th IRS. gHl (t) ∈ C
1×N denotes the channel impulse

response between the l-th IRS and the user.

The reflection coefficient matrix can be expressed as Φl =
diag{�l,1ejϕl,1 , �l,2e

jϕl,2 · · · , �l,Nejϕl,N }, where j represents

the imaginary unit. For simplicity, we assume the amplitude

reflection coefficient �l,N = 1, ∀l, n throughout this paper.

In practice, the reflection element only has finite reflection

levels. Similar to [20], [22], in this paper we consider that

ϕl,n only takes 2b discrete values, where b represents the phase

resolution in number of bits.

The channel impulse response hm,l can be obtained as

hm,l(t) = βlα
∗
m(φl)al(φ

′
l)δ(t− τ̄l), (2)

where βl denotes the complex-valued path gain; φl is the angle

of departure (AoD) of the l-th path, and τ̄l represents the path

delay of the l-th path between BS and IRS. al(φ
′
l) ∈ C

N×1

in (2) denotes the array response of the IRS with the angle of

arrival (AoA) φ′
l, and α∗

m(φl) denotes the response function

of m-th antenna with the AoD φl, which can be expressed as

αm(φl) = e−jφ0
√
Asinc(m− Γ̃sin(φl)),m ∈ M, (3)

where φ0 is a common phase shift from the lens’ aperture

to the array. Γ̃ � Γy/λ represents the lens dimension,

which along the azimuth plane that normalized by the carrier

wavelength λ. M � {0,±1, · · · ,±M−1
2 } denotes the set of

1Though this is an idealistic assumption, it is still meaningful to study the
performance gains brought by IRS for the mmWave lens system. How to
obtain CSI at IRS is out of the scope of this paper, and some related works
can be found in [23]–[27].
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Fig. 1. Proposed intelligent reflecting surface assisted millimeter wave communication with lens antenna array.

antenna indices. The number of antenna elements M depends

on Γ̃, i.e., M = 1+2�Γ̃�, which means more antenna elements

should be deployed for larger lens dimension on Γ̃ [8]. The

antenna elements are placed on the focal arc of lens with

sin(ψm) =
m
Γ̃

, where ψm ∈ [−π/2, π/2] represents the angle

of m-th antenna element relative to the horizontal axis.

Due to the angle-dependent energy focusing property of lens

antenna array and the angular sparsity of mmWave channel,

only a small set of antenna elements located in the close

vicinity of the energy focusing point steers significant power

to the user.

The channel impulse response gl can be modeled as

gl =
Gp∑
g=1

ρl,gal(�l,g)δ(t− ϑl) (4)

where Gp is the number of paths and ρl,g represents the

complex-valued path gain. The array response of the l-th IRS

with AoD �l,g is denoted by al(�l,g), and the total path delay

of the l-th path associated with the l-th IRS can be otained by

τl = τ̄l + ϑl.

C. Problem formulation

Without loss of generality, let Ts denote the symbol du-

ration. Meanwhile, we assume the multi-path delays {τl}
are integer multiple of Ts [10], [16], i.e., τl = nlTs with

integers nl, ∀l. The path delay can be efficiently obtained by

the methods in [10], [17]. Hence we follow the assumption

that perfect time synchronization can be achieved at BS, i.e.,

τl can be acquired at BS [8], [16]. Then we can express the

time-discrete equivalent channel impulse response function as

θm[n] =
L∑

l=1

θm,lδ[n− nl],m ∈ M, (5)

where θm,l � gHl Φlβlα
H
m(φl)al(φ

′
l). Actually, |θm,l|2 rep-

resents the power gain from the m-th antenna to the user

through the l-th spatial path. For each antenna m and user

, let lm ∈ {1, · · · , L} represents the strongest spatial path

among all L paths which will be discussed later.

Intuitively, when the signals propagating through the

strongest paths arrive at the user simultaneously, ISI will be

inherently mitigated. Thus, at each antenna m, path delay

pre-compensation technique is applied based on its strongest

spatial path lm [10], [16]. In this case, the transmitted signals

can be expressed as

xm[n] = pms[n+ nlm ],m ∈ M, (6)

where pm denotes the beamforming coefficient at the m-th

antenna for the user. nlm is the delay pre-compensation of the

strongest path.

Actually, the path delay pre-compensation is the shift of the

input symbol with respect to the transmission path delay of

the strongest path from the m-th antenna element to the user.

This operation can be readily implemented at the BS before

the baseband precoding. Therefore, at the receiver side, the

received signal of the user can be represented as

y[n] =
∑

m∈M

L∑
l=1

[
N∑

n=1

gl,ne
jϕl,nhm,l,n

]
xm[n− nl] + z[n]

=
∑

m∈M

L∑
l=1

gHl Φlhm,lxm[n− nl] + z[n],

(7)

where z[n] represents the additive white Gaussian noise with

noise power σ2. The n-th element of gH
l and hm,l are denoted

by gl,n and hm,l,n .

Through separating the strongest path lm on each antenna

m, (7) can be expressed as

y[n] =
∑

m∈M
gH
lm
Φlmhm,lmxm[n− nlm ]

+
∑

m∈M

L∑
l=1,l �=lm

gHl Φlhm,lxm[n− nl] + z[n].

(8)

By substituting (6) into (8), the received signals of user can
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be expressed as

y[n] =
∑

m∈M
gH
lm
Φlmhm,lmpms[n]

︸ ︷︷ ︸
S0

+
∑

m∈M

L∑
l=1,l �=lm

gH
l Φlhm,lpms[n−Δl,lm ]︸ ︷︷ ︸

S1

+z[n],

(9)

where S0 represents the desired signal, S1 represents the

inter symbol interference. Let Δl,lm � nl − nlm denote the

excessive path delay between the l-th path of the user and the

strongest path lm of the user. Let v represent the maximum

path delay of all paths, i.e., 0 ≤ nl ≤ v, ∀l. Therefore,

we can obtain Δl,lm ∈ {0,±1, ...,±v}. To derive the SINR

expression, paths with the same delay should be combined.

For any i ∈ {0,±1, · · · ,±v}, we define

θm[i] =

{
gHl Φlhm,l, if ∃l ∈ {1, · · · , L} , s.t. nl − nlm = i;
0, otherwise.

(10)

Based on (10), (9) can be equivalently written as

y[n] =
∑

m∈M
θm[0]pms[n]

︸ ︷︷ ︸
S0

+

v∑
i=−v,i �=0

∑
m∈M

θm[i]pms[n− i]

︸ ︷︷ ︸
S1

+z[n].
(11)

By concatenating the signals of all antennas in M, (11) can

be further compactly written as

y[n] =ΘH [0]ps[n]︸ ︷︷ ︸
S0

+
v∑

i=−v,i �=0

ΘH [i]ps[n− i]

︸ ︷︷ ︸
S1

+z[n],
(12)

where ΘH [i] ∈ C
1×M represents the effective MISO channel

impulse response for the signals transmitted that arrive at user

with path delay i, and p ∈ C
M×1 denotes the BS beamforming

vector for user. We now derive the SINR of user as

SINR =

∣∣∣ΘH [0]p
∣∣∣2

v∑
i=−v,i �=0

∣∣∣ΘH [i]p
∣∣∣2 + σ2

. (13)

Note that the numerator of (13) represents the signals

reflected by the IRS that arrived at user, through the strongest

paths of all the M antennas. Meanwhile, the ISI in the

denominator is caused by the signals propogating through the

remaining paths.

There are MRF ≤ M RF chains equipped at the BS, and

only MRF antennas can be used for transmission at each time.

Therefore, antenna selection should be applied at the BS first

before transmission. In the mmWave lens single-user system,

all beamforming coefficients on this antenna should be set as

zero, i.e., pm = 0, for the purpose of deactivating a specific

antenna m. In this case, p should have a sparsity structure

when less than MRF antennas are activated. Consequently,

for the purpose to activate no more than MRF antennas, we

have ‖p‖0 ≤ MRF .

To ensure the performance in the single-user scenario, we

aim to maximize the SINR of the user. Based on our analytical

work, the maximization problem can be formulated as

max
{Φl}L

l=1,p

∣∣∣ΘH [0]p
∣∣∣2

v∑
i=−v,i �=0

∣∣∣ΘH [i]p
∣∣∣2 + σ2

(14a)

s.t. ||p||2 ≤ Ps, (14b)

‖p‖0 ≤ MRF . (14c)

ϕl,n ∈
{
0,
2π

2b
,
2π ∗ 2
2b

, ...,
2π ∗ (2b − 1)

2b

}
, (14d)

where Ps is the transmit power constraint at the BS. Problem

(14) is an intractable non-convex problem since both (14c) and

(14d) are non-convex. Specifically, (14c) corresponds to the BS

beamforming vector with limited RF chains. Meanwhile, the

discrete phase levels constraint in (14d) makes the problem

more complicated.

III. PROBLEM ANALYSIS AND SOLUTION

In this section, we aim to solve the problem (14) by

performing the analysis via two-step optimization.

A. Problem Analysis

1) Path selection: For each antenna element at the BS,

there will be multiple spatial paths that can be chosen for data

transmission. As presented in Section III, each antenna will

choose the strongest path for data transmission. However, how

to choose this strongest path has not been clarified, especially

when the IRS reflection coefficient matrices are involved. To

make the problem tractable, we first present the path selection

criterion described as Lemma 1, which facilitates the joint

optimization of BS beamforming vector and IRS reflection

coefficient matrices. This low-complexity path selection strat-

egy is suboptimal, yet sufficient for achieving excellent system

performance.

Lemma 1: The strongest path between the m-th antenna

and the user should maximize

(
N∑

n=1
|gl,nhm,l,n|

)2

, i.e., lm =

arg max
l=1,...,L

(
N∑

n=1
|gl,nhm,l,n|

)2

.

Proof: Let us first revisit the SINR expression (13)

of user. It can be seen that, by adjusting the phase of IRS

that is associated with the m-th antenna, the value of the

m-th element in ΘH [0] can be changed. Suppose that the

l-th path is selected for the m-th antenna, and we have∣∣θHm[0]∣∣2 =
∣∣gH

l Φlhm,l

∣∣2 =

∣∣∣∣ N∑
n=1

gl,nhm,l,ne
jϕl,n

∣∣∣∣2. Intu-

itively, gl,nhm,l,ne
jϕl,n can be seen as that the angel of

gl,nhm,l,n rotated by ϕl,n. Let ejϕ
∗
l,n =

(
gl,nhm,l,n

|gl,nhm,l,n|
)∗

, then

we can get

∣∣∣∣ N∑
n=1

gl,nhm,l,ne
jϕl,n

∣∣∣∣2 =

(
N∑

n=1
|gl,nhm,l,n|

)2

.
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6

Obviously, this is the maximum value that θm[0] can achieve

by changing the angel of gl,nhm,l,n with continuous ϕ∗
l,n, and

the range of |θm[0]|2 is 0 ≤ |θm[0]|2 ≤
(

N∑
n=1

|gl,nhm,l,n|
)2

.

In other words, for different path selection strategies, the

difference of their influences on SINR is the upper limit of

|θm[0]|2. Obviously, the larger of the upper limit, the larger

of the SINR can be achieved in the following optimization.

Therefore, the best path selection strategy is to choose the

path that can maximize

(
N∑

n=1
|gl,nhm,l,n|

)2

.

According to Lemma 1, we can select the proper path for

each antenna. In the following analysis, we assume that the

optimal path has been determined. Hence, the path index l is

omitted.
2) Antenna Indices Transformation: In order to construct

the explicit expression of SINR about IRS reflection coefficient

matrices {Φl}Ll=1, we further define the following antenna

indices sets:

Ml[i] = {m ∈ M|nl − nlm = i},∀i ∈ {0,±1, · · · ,±v},
∀l ∈ {1, 2, · · · , L}.

(15)

According to the above defination, it is obvious that we can

summarize the following two remarks:
Remark 1: For one given path l and all the M antennas

at BS, the excessive path delay betwenn path l and path lm
ranges from −v to v. That is to say, we can obtain the set of

antenna indices M by merging the sets from i = −v to i = v

:
v⋃

i=−v

Ml[i] =M, ∀l ∈ {1, 2, · · · , L}. This remark is used to

divide the antenna indices set M into several subsets, which

helps to understand the definition of Ml[i].
Remark 2: For one given excessive path delay i, we define

the antenna indices set of all the none zero elements in gH [i]
as Mnz[i]. Then we can obtain this set by merging the sets

from l = 1 to l = L :
L⋃

l=1

Ml[i] = Mnz[i]. With the aid

of this remark, we can transform the SINR expression (13)

to an explicit expression of SINR about {Φl}Ll=1 for further

optimization.

B. IRS reflection coefficient matrices optimization
In this subsection, we consider to optimize the reflec-

tion coefficient matrices {Φl}Ll=1, with given BS beam-

forming vector p, where Φl denotes the IRS beamform-

ing matrix on the l-th path from the m-th antenna to

the user, where Φl = diag{ejϕl,1 , ejϕl,2 , · · · , ejϕl,N }. For

the phase elements of any matrix Φl, we define F ={
ϕl,n|ϕl,n ∈ {0, 2π

2b
, 2π∗2

2b
, · · · , 2π∗(2b−1)

2b
}
}

.

When BS beamforming vectors p is fixed, problem (14) can

be expressed as

max
{Φl}L

l=1

∣∣∣ΘH [0]p
∣∣∣2

v∑
i=−v,i �=0

∣∣∣ΘH [i]p
∣∣∣2 + σ2

s.t. ϕl,n ∈
{
0,
2π

2b
,
2π ∗ 2
2b

, ...,
2π ∗ (2b − 1)

2b

}
.

(16)

To optimize the reflection coefficient matrices {Φl}Ll=1, we

first attempt to transform (13) to an explicit expression of

SINR about {Φl}Ll=1. By utilizing the sets (15) defined above,∣∣∣ΘH [i]p
∣∣∣2 can be equivalently expressed as

∣∣∣ΘH [i]p
∣∣∣2 =

∣∣∣∣∣ ∑
m∈M

θm[i]pm

∣∣∣∣∣
2

=

∣∣∣∣∣∣
L∑

l=1

∑
m∈Ml[i]

gHl Φlhm,lpm

∣∣∣∣∣∣
2

.

(17)

Let gHl Φlhm,lpm = ϕH
l diag{gHl }hm,lpm, ϕH

l =
[ejϕl,1 , ejϕl,2 , · · · , ejϕl,N ] = diag{Φl} is an 1×N vector, and

vm,l = diag{gHl }hm,lpm. The equation (17) can be further

expressed as

∣∣∣ΘH [i]p
∣∣∣2 =

∣∣∣∣∣∣
L∑

l=1

∑
m∈Ml[i]

ϕH
l vm,l

∣∣∣∣∣∣
2

=

∣∣∣∣∣∣uH
L∑

l=1

∑
m∈Ml[i]

Elvm,l

∣∣∣∣∣∣
2

,

(18)

where uH =
[
ϕH

1 ,ϕH
2 , · · · ,ϕH

L

]
is an 1×NL vector which

represents the configuration of all the IRSs. Define the matrix

El ∈ C
NL×N as

EH
l = [0N , · · · ,0N , IN ,0N , · · · ,0N ] , (19)

where the l-th N × N square matrix is identity matrix and

the other L− 1 square matrices are zero matrices. Therefore,

we can obtain the relationship that ϕH
l = uHEl. Then we

substitute (18) and (19) into (16), the objective function SINR

can be rewritten as

SINR =

∣∣uHV 0

∣∣2
v∑

i=−v,i �=0

|uHV i|2 + σ2

, (20)

where V i =
L∑

l=1

∑
m∈Ml[i]

Elvm,l

Problem (16) is a multiple-ratio fractional programming

problem, which can be translated to the following problem

by utilizing the quadratic transform method proposed in [34]

max
u,y

f1(u, y)

s.t. ϕl,n ∈ F ,
(21)

where the new objective function is

f1(u, y) = 2Re{y∗uHV 0} − |y|2
⎛
⎝ v∑

i=−v,i �=0

∣∣uHV i

∣∣2 + σ2

⎞
⎠ ,

(22)

and y refers to the auxiliary variable.

Based on the aforementioned analysis, solving problem (16)

over ϕl,n is equivalent to solving problem (21) over u and y.

Problem (21) is a biconvex optimization problem. Generally,

through alternatively updating u and y by fixing one of them
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and solving the corresponding convex optimization problem

can find a good solution. Optimal y can be obtained with

given u, by setting ∂f1(u, y)/∂y = 0

yopt =
uHV 0

v∑
i=−v,i �=0

|uHV i|2 + σ2

. (23)

Then we consider to obtain the optimal u with given yopt.

With the relationship that
∣∣uHV i

∣∣2 = uHV iV
H
i u, we can

transform (21) as

max
u

f2(u) = −uHAu+ 2Re
{
uHb

}
+ c,

s.t. ϕl,n ∈ F .
(24)

where A = |y|2
v∑

i=−v,i �=0

V iV
H
i is an NL×NL Hermitian

matrix, i.e., Aq,r = A∗
q,r. Moreover, b = y∗V 0 is an NL× 1

vector and c = −σ2|y|2. Let

Aq,r = aq,r,

u � [u1, · · · , un, · · · , uNL]
T

=
[
e−jϕ1,1 , · · · , e−jϕ1,N , · · · , e−jϕL,1 , · · · , e−jϕL,N

]T
,

b � [b1, · · · , bn, · · · , bNL]
T
.

(25)

Problem (24) can be solved by semidefinite program (SDP)

method, which first relaxes the discrete IRS phase levels to

continuous levels and then selects optimal results from the

available phase set by nearest point projection [20]. This SDP

method can not obtain a closed-form solution and is com-

putationally expensive [28], since sufficiently large number

of randomizations need to be performed to guarantee the

performance [21]. In the following, we solve this problem by

serially optimizing the element of u.

Lemma 2: Problem (24) can be optimized by iteratively

obtaining the optimal n-th element of u serially.

Proof: According to [20], by iteratively optimizing one

element of u while keeping the others fixed, the objective

value of problem (24) is non-decreasing.

Considering the n-th element of u, we can translate problem

(24) to a function of un

max
un

f3(un, y),

s.t. ∠u∗
n ∈ F ,

(26)

where the function f3(un, y) is presented as

f3(un, y) = −an,n + 2Re

⎧⎨
⎩u∗

n

⎛
⎝bn −

NL∑
r=1,r �=n

an,rur

⎞
⎠
⎫⎬
⎭

+ g (u1, ..., un−1, un+1, ..., uNL) .
(27)

Let dn = bn −
NL∑

r=1,r �=n

an,rur = αejβ , and α = |dn|,

β = arctan
(

Im{dn}
Re{dn}

)
, ϕn = arctan

(
Im{u∗

n}
Re{u∗

n}
)

, that is un =

Algorithm 1: Joint antenna selection and beamforming

1 Initialization: ηmin, ηmax, given reflection coefficient

matrices of all IRSs {Φl}Ll=1;

2 repeat
3 Solve problem (32) and get the optimal solution as

{p∗} with η = (ηmin+ηmax)
2 .

4 if ‖p∗‖0 ≤ MRF then
5 Set ηmin = η;

6 else
7 Set ηmax = η;

8 end
9 end

10 until ηmax − ηmin < ε;

Output: The beamforming vector p∗.

e−jϕn . Then problem (26) can be equivalently translated to

max
un

f4(un, y)

s.t. ϕn ∈ F ,
(28)

where f4(un, y) = 2Re
{
ejϕnαejβ

}
= 2α cos (β + ϕn).

Therefore, we can obtain the optimal solution of ϕn as

ϕopt
n = arg min

ϕn∈F
|β + ϕn| . (29)

The complexity of solving (28) is the same as calculating

the values of (25), which is obviously O(LN). This is also

the complexity for obtaining one optimal phase element of

the whole LN elements. As a result, the complexity of

IRS reflection coefficient matrices optimization is O(L2N2),
which is much lower than the SDP method of O(L6N6).

C. BS beamforming vector optimization

With given IRS reflection coefficient matrices {Φl}Ll=1,

problem (14) can be translated to the following beamforming

optimization problem

max
p

∣∣∣ΘH [0]p
∣∣∣2

v∑
i=−v,i �=0

∣∣∣ΘH [i]p
∣∣∣2 + σ2

(30a)

s.t. ||p||2 ≤ Ps, (30b)

‖p‖0 ≤ MRF . (30c)

Now we present the method of joint antenna selection and

beamforming with limited RF chains constraint. By intro-

ducing a slack variable η, problem (30) can be equivalently

translated as
max
p,η

η (31a)

s.t.

∣∣∣ΘH [0]p
∣∣∣2

v∑
i=−v,i �=0

∣∣∣ΘH [i]p
∣∣∣2 + σ2

≥ η (31b)

||p||2 ≤ Ps, (31c)

‖p‖0 ≤ MRF . (31d)
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Problem (31) is non-convex because of the non-convex

constraint (31d). To solve problem (31), we first give the

following Lemma 3.

Lemma 3: There exists an optimal solution p∗, which

satisfies ΘH [0]p∗ =
∣∣∣ΘH [0]p∗

∣∣∣.
Proof: Assume popt is the optimal solution of (31). If the

phase angle of ΘH [0]popt is ω, then we can obtain another

optimal solution p∗ = e−jωpopt. Hence
∣∣∣ΘH [0]popt

∣∣∣2 =∣∣∣ΘH [0]p∗
∣∣∣2. Meanwhile, we compensate the phase angle ω

by multiplying e−jω which leads to the above lemma that

ΘH [0]p∗ =
∣∣∣ΘH [0]p∗

∣∣∣ = Re{ΘH [0]p∗}
According to [16], we can first translate (31) to a feasible

problem. For a given SINR target η, if the problem is feasible,

then the optimal value of (31) is no smaller than the given η.

Then we can utilize bisection searching [36] to increase the

value of η. By solving a series of the feasibility problems over

given η, the optimal solution of problem (31) can be obtained.

The feasibility problem can be equivalently tranformed to a

l0 norm minimization problem. Since the non-convex l0 norm

is difficult to be solved, we leverage the l1 norm minimization

as a convex approximation for the l0 norm minimization.

Given value η, the l1 minimization problem can be expressed

as

min
p

‖p‖1

s.t.

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

ΘH [−v]p

ΘH [−v + 1]p
...

ΘH [−1]p
ΘH [1]p

...

ΘH [v]p
σ

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

≤ 1

η
Re
(
ΘH [0]p

)
,

||p||2 ≤ Ps.

(32)

It can be seen that problem (32) is convex, which can be

conveniently solved by utilizing �1-norm optimization pack-

ages [37]. The detailed joint antenna selection and beamform-

ing algorithm is presented in Algorithm 1.

Meanwhile, the two-step optimization algorithm is pre-

sented in Algorithm 2, and we give its convergence analysis

as follows.

Theorem 1: For Algorithm 2, if the reflecting coefficients

satisfy the following condition under the t-th iteration, then

Algorithm 2 converges

f2(u
(t)) ≥ f2(u

(t−1)). (33)

Proof: After each iteration, the BS beamforming vectors

p(t) will inevitably increase the SINR of the user. Therefore, if

the condition (33) is satisfied, the objective function is a mono-

tonically nondecreasing problem, which means Algorithm 2 is

guaranteed to converge.

Since the optimal solution is obtained in (28), under each

iteration we can obtain the optimal ϕopt
n by fixing other re-

flecting coefficients. Therefore, for t-th iteration in Algorithm

Algorithm 2: Two-step optimization algorithm

1 Initialization: The beamforming vectors p(0) and

reflection coefficient matrices {Φ(0)
l }Ll=1 of all IRSs,

t = 0, Power Ps, Path numbers L, Reflecting

elements number N ;

2 repeat
3 Set t = t+ 1;

4 Given {Φ(t−1)
l }Ll=1, update p(t) by using

Algorithm 1;

5 Update y(t) by using Eq. (23);

6 for n = 1 to NL do
7 Fix the remaining NL− 1 phase values ϕn′ ,

∀n′ = n;

8 Calculate the optimal phase ϕopt
n via Eq. (29);

9 end
10 Update {Φ(t)

l }Ll=1 with calculated ϕopt
n ;

11 until The value of objective function (14a) converges;

Output: p(t) and {Φ(t)
l }Ll=1 .

2, the updated u(t) with given u(t−1) will always satisfy the

constraint (33) in Theorem 1. In this case, Algorithm 2 is

guaranteed to converge.

Remark 3: Our proposed algorithm can be extended to

the system model with the existence of direct channel links

between the BS and the user, or other reflection links without

involving any IRS.

Proof: See in Appendix A.

IV. PERFORMANCE EVALUATION

A. Simulation Scenario

Extensive simulations are conducted to evaluate our pro-

posed two-step algorithm. We assume the multi-IRS assisted

wideband mmWave lens system operates at 28 GHz with

bandwidth B = 500 MHz. The LoS path between the

BS and the user is severely blocked by obstacles, and we

assume the BS-IRS mmWave channels are generated by (2).

The IRS-user mmWave channels are obtained according to

the geometric channel model [3]. Meanwhile, the complex-

valued path gain is generated by βl ∼ CN (0, 10−0.1PL
)

where PL = α + 10β log10(d) + ξ, ξ ∼ N (0, σ2
)
, and the

values of these parameters follow from [39]. Furthermore,

the path delays are uniformly distributed in [0, Tm], where

Tm = 100 ns represents the maximum path delay. As a reult,

we have BTm � 1 and the system is wideband in general.

Unless otherwise stated, the simulation parameters are set as

the default values given in Table I.

To show the robustness (i.e., the superior performance under

various scenarios) of our proposed algorithm, we investigate

the performance comparision in terms of diffirent metrics.

Meanwhile, our proposed two-step optimization algorithm is

compared with the following benchmark schemes:

• Scheme 1 (Fully Digital + MMSE): We consider the

special case that the BS has full RF chains [14], [16],

i.e., MRF = M . The IRS reflection coefficient matrices

optimization is the same as our proposed algorithm and
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TABLE I

DEFAULT VALUES

Notation Description
Number of antenna elements at BS (M ) 141
Number of RF chains at BS (MRF ) 20
Noise power (σ2) -85dbm
Transmit power constraint at BS (Ps) 30dbm
Number of reflect elements in each IRS (N ) 50
Distance between BS and user 50m
Phase resolution (b) 1
Number of IRSs or main paths (L) 4
IRSs location (10,-15), (15,12), (20,-7), (25,5)
BS location (0,0)
User location (50,0)

the BS beamforming vector is optimized by MMSE

beamforming [16].

• Scheme 2 (Distributed + MRT): The IRS reflection

coefficient matrices are optimized by the distributed

algorithm proposed by [21]. According to the Power
Based Antenna Selection in [16], we first optimize the BS

beamforming vector by the maximum-ratio transmission

(MRT) beamforming [21] with MRF = M . Then we

select those MRF antennas with the most significant

transmit power and obtain the beamforming vector by

MRT beamforming.

• Scheme 3 (Distributed + MMSE): The same as Scheme
2 while MMSE beamforming is utilized for BS beam-

forming.

• Scheme 4 (Random + MMSE): The IRS reflection co-

efficient matrices are not optimized, in which the phase

elements are randomly chosen from set F [20]. Then the

BS beamforming vector is obtained by the Power Based
Antenna Selection and MMSE beamforming.

• Scheme 5 (Without IRS + MRT): We generate the BS-

user channel with only NLoS components taken into

consideration. Then we adopt the Power Based Antenna
Selection and MRT beamforming for the BS beamform-

ing vector [28].

B. Convergence Performance

The convergence performance of the proposed algorithm is

presented in Fig. 2, under different settings of phase resolu-

tions and reflect elements for each IRS. It can be seen that,

all these three curves converge to the stable solution after no

more than 10 iterations. With increasing phase resolution b and

reflect elements number N , the convergence speed becomes

slightly slower and converge to higher SINR. Nevertheless,

our proposed algorithm can converge at an acceptable rate.

C. Impact of IRS Parameters

To evaluate the performance of our proposed algorithm

under various IRS parameters, we evaluate the SINR versus

the number of reflect elements N as shown in Fig. 3.

In Fig. 3, the four curves with IRS assisted ascend as the

reflect elements number N increases. This is because more

signals can be reflected and more effective IRS reflection

coefficient matrices can be achieved when there are more
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Fig. 2. Convergence performance of the proposed algorithm with different
number of phase resolutions and reflect elements.
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Fig. 3. SINR versus the number of reflect elements.

reflect elements in each IRS. With higher phase resolution, our

proposed algorithm can achieve better performance. The rea-

son is that with more discrete phase levels, the IRSs can steer

the incident signals with finer direction and thus can achieve

more performance gains. Due to the joint optimization of IRS

reflection coefficient matrices and BS beamforming vector, the

proposed algorithm outperforms benchmark schemes in Fig. 3.

Specifically, 5 dB SINR gain can be achieved compared with

existing algorithm in [21].

D. Impact of BS Parameters

To characterize the advantage of multi-IRS assisted lens sys-

tem and our proposed algorithm, we compare the performance

of spectrum efficiency (SE) and energy efficiecy (EE) with

other schemes. The SE of the system is defined as

SE = log2 (1 + SINR) . (34)

Furthermore, we define the EE as the ratio between SE and

the total power consumption. Specifically, it can be describe

as

EE =
SE

ε ||p||2 +MRFPRF + Pc

, (35)

where ε = ξ−1, ξ is the power amplifier efficiency. The

power consumed by each RF chain is denoted by PRF and
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Fig. 4. SINR versus the transmit power.

Pc represents the sum of power dissipated by all IRSs and the

total circuits power consumption. We adopt the typical values

ε = 1.2, PRF = 300 mW and Pc = 300 mW [14]. To show

the superiority of our proposed IRS and lens combined system

and our proposed algorithm, we calculate the EE results of all

the schemes. In addition, the EE optimization in IRS-assisted

mmWave lens system can be solved by the quadratic transfor-

mation and the sequential convex approximation method [31].

In Fig. 4, we plot the SINR versus the transmit power Ps.

All these curves ascend with Ps increasing while our proposed

algorithm achieves significant performance gains compared

with benchmark schemes. This can be explained as follows.

The MRT beamforming and the distributed algorithm [21]

aim to maximize the received signal power at the user, which

inevitably increases the ISI at the user. Although the MMSE

beamforming takes the noise power into account, this scheme

is still insufficient to achieve satisfying SINR performance

since the antenna selection method and the distributed al-

gorithm are less effective than our proposed algorithm. In

addition, the random scheme [20] has no contribution to the

SINR which causes the worst performance in low transmit

power region.

Fig. 5(a) shows the SE versus the number of RF chains

at BS. With the number of RF chains increasing, the perfor-

mance gap between the fully digital scheme and our proposed

algorithm becomes smaller. This is because the fully digital

can be considered as a special case, i.e., MRF = M . When

the number of RF chains MRF = 22, our proposed algorithm

reaches 98% SE of the fully digital scheme without incurring

huge energy consumption as shown in Fig. 5(b), since the

BS beamforming vector with limited RF chains is efficiently

optimized by our proposed algorithm. The scheme without

IRSs has no SE improvement since the MRT beamforming

increases both the received signal power and the ISI with

MRF increasing, and the signal power gain brought by the

increasement of MRF is negligible compared with the severe

signal degradation caused by the blockage of the LoS chan-

nel component. Meanwhile, our proposed algorithm achieves

better SE and EE than other schemes, which validates the

effectiveness of our joint optimization.
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(b) Energy efficiency versus the number of RF chains

Fig. 5. The performance versus the number of RF chains.

E. Impact of BS-user Distance

The impact of the distance between the BS and the user is

investigated in Fig. 6 with L = 3 and L = 4, respectively.

For L = 3, we remove the IRS at (25, 5) compared with

L = 4. As shown in Fig. 6(a), the curves with IRS increase

first and begin to decrease when the BS-user distance is

larger than 25m. For L = 3, after removing the farthest IRS

(i.e., farthest from the BS), these curves decrease from 15m.

This difference can be explained as follow. When the user

is closer to the BS compared with the IRSs at (25, 5) and

(20,−7), it is hard for these two IRS to chose appropriate

phase from limited phase levels to steer the reflect signal

to the user, which leads to performance degradation. The

scheme without IRS suffers from severe signal degradation

with only NLoS components taken into consideration, which

makes the noise power comparable to the received signal

power. On the other hand, the MRT beamforming improves

the received signal power as well as the ISI. These factors

make the curve without IRS does not decrease with distance

increasing. The result verifies that our proposed algorithm

achieves significant SINR gains compared with benchmark

schemes under different scenarios, which further validates the

robustness of our proposed system and algorithm.
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(a) SINR versus BS-user distance, L=4.
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(b) SINR versus BS-user distance, L=3.

Fig. 6. SINR versus the distance from BS to the user.

F. Outage Probability

To further show the robustness of our proposed multi-IRS

assisted lens mmWave system and our proposed algorithm, we

calculate the outage probability (OP), which is respectively

defined as

Pout(Rmin) � P(SE < Rmin), (36)

where Rmin denotes the required threshold. From Fig. 7,

we observe that our proposed algorithm has the lowest OP

compared with benchmark schemes under the same required

threshold. Particularly, when Rmin = 7 bps/Hz, the OP of our

proposed algorithm reduces to zero while that of benchmarks

are still larger than 0.1.

G. Complexity Discussion

The complexity of our proposed IRS reflection coefficient

matrices optimization is O(I1L2N2) and that of SDP method

is O(I ′
1L

6N6), where I1 and I
′
1 are the iteration numbers of al-

ternatively optimizing y and u. Besides, the complexity of our

proposed BS beamforming vector optimization is O(I2M3),
where the complexity of solving (32) is generally about

O(M3) and I2 is the iteration number for bisection searching.

� � � � � �� �� �� �	
�
��

�
�

�
�

�

�
�
��
�
�
��

	

�
�
�
��
��

��������������������������

��������� ��!	

��������� ��!�

�"�����������#�$$%&

�"�����������#�$�'

��()��*�#�$$%&

�+�������,�%�#�$�'

Fig. 7. Outage Probability versus required threshold.
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Fig. 8. Computation cost versus the number of reflect elements.

The existing method Power Based Antenna Selection in [16]

requires matrix inverse operations for MMSE with complexity

O(M3 +N3
RF ). Hence, the total complexity of our proposed

algorithm is O(I0(I1L2N2 + I2M
3)) and that of SDP and

MMSE combined scheme is O(I ′
0(I

′
1L

6N6+M3+N3
RF )). It

is hard to compare them straightforwardly in general since the

complexity depends on the specific value of the parameters. If

we set N = 50,M = 141, NRF = 20, L = 4, I0 = I
′
0 = I1 =

I
′
1 = I2 = 10, our proposed algorithm has a significantly lower

complexity compared with existing methods. To further show

the low-complexity of our proposed algorithm, we evaluate

the CPU cycles, defined as the product of the execution time

and CPU frequency. As shown in Fig. 8, with the number of

reflect elements increasing, the increase of computation cost

of our proposed algorithm is much smaller than that of SDP

and MMSE combined scheme. Moreover, the computation cost

of SDP and MMSE combined scheme becomes unaffordable

when N is large, while that of our proposed algorithm is

still acceptable. This further proves the low-complexity and

robustness of our proposed algorithm.

V. CONCLUSION

In this paper, we designed a multi-IRS assisted single-user

wideband mmWave lens system to realize high robustness, low
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complexity and cost-effective mmWave communication. With

the capability of steering the incident signals and reconfiguring

the phase elements, IRS was utilized to overcome blockage ef-

fect, establish robust connections and enhance the performance

of mmWave lens system. The SINR expression was derived

by taking into account the ISI. To improve the performance

of this system, a SINR maximization problem was formulated

to jointly optimize beamforming vector at BS with limited RF

chains and reflection coefficient matrices at IRS with discrete

phase levels. To tackle it, a two-step optimization algorithm

was proposed to solve the problem efficiently. Extensive sim-

ulations results demonstrated its better performance in terms

of SINR and EE compared with benchmark schemes under

various scenarios. Specifically, our proposed algorithm can

converge at an acceptable rate and provide 5 dB SINR gain

compared with existing algorithm.

In the future, based on the study of multi-IRS assisted

SUMISO wideband lens system in this paper, it will be

desirable to investigate multi-IRS assisted multi-user mmWave

communication with lens antenna array, by taking the inter-

user interference into consideration.

APPENDIX A

PROOF OF REMARK 3

To obtain the received signal of the user with direct channel

links taking into consideration, we define

Hm,l =

{
gH
l Φlhm,l, l ∈ {1, · · · , L}

Hm,0, l = 0.
(37)

where Hm,0 represents the direct channel impulse response

or other reflection links without involving any IRS between

the m-th antenna element of the BS and the user. Then the

expression of the received signal of the user can be given as

y[n] =
∑

m∈M

L∑
l=0

Hm,lxm[n− nl] + z[n],

=
∑

m∈M
Hm,lmpms[n]

+
∑

m∈M

L∑
l=0,l �=lm

Hm,lpms[n−Δl,lm ] + z[n]

= ΘH [0]ps[n] +
v∑

i=−v,i �=0

ΘH [i]ps[n− i] + z[n]

(38)

where lm = arg max
l=0,...,L

{Hm,0,

(
N∑

n=1
|gl,nhm,l,n|

)2

} and the

m-th element of ΘH [i] is defined as

θm[i] =

{
Hm,l, if ∃l ∈ {0, · · · , L} , s.t. nl − nlm = i;
0, otherwise.

(39)

Then the SINR expression is the same as (13) and the BS

beamforming vector optimization in Sec. III-C can be utilized.

Similar to (17) and (18),
∣∣∣ΘH [i]p

∣∣∣2 can be equivalently

expressed as

∣∣∣ΘH [i]p
∣∣∣2 =

∣∣∣∣∣ ∑
m∈M

θm[i]pm

∣∣∣∣∣
2

=

∣∣∣∣∣∣
L∑

l=0

∑
m∈Ml[i]

Hm,lpm

∣∣∣∣∣∣
2

=

∣∣∣∣∣∣
L∑

l=1

∑
m∈Ml[i]

gHl Φlhm,lpm +
∑

m∈M0[i]

Hm,0pm

∣∣∣∣∣∣
2

=
∣∣uHV i + νi

∣∣2 .
(40)

where νi =
∑

m∈M0[i]

Hm,0pm. With the relationship that∣∣uHV i + νi
∣∣2 = uHV iV

H
i u + 2Re{ν∗i uHV i} + |νi|2, we

can similarly have

A = |y|2
v∑

i=−v,i �=0

V iV
H
i ,

b = y∗V 0 − |y|2
v∑

i=−v,i �=0

ν∗i V i,

c = − |y|2 (σ2 +
v∑

i=−v,i �=0

|νi|2) + 2Re{y∗ν0}.

(41)

Then the optimal solution of IRS reflection coefficient

matrices can still be obtained by (29).
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