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Abstract

In this paper, we investigate a mobile edge computing (MEC) network with two computational access points (CAPs), where the source is equipped with multiple antennas and it has some computation tasks to be accomplished by the CAPs through Nakagami-$m$ distributed wireless links. Since the MEC network involves both communication and computation, we first define the outage probability by taking into account the joint impact of latency and energy consumption. From this new definition, we then employ receiver antenna selection (RAS) or maximal ratio combining (MRC) at the receiver, and apply selection combining (SC) or switch-and-stay combining (SSC) protocol to choose a CAP to accomplish the computation task from the source. For both protocols along with the RAS and MRC, we further analyze the network performance by deriving new and easy-to-use analytical expressions for the outage probability over Nakagami-$m$ fading channels, and study the impact of the network parameters on the outage performance. Furthermore, we provide the asymptotic outage probability in the low regime of noise power, from which we obtain some important insights on the system design. Finally, simulations...
and numerical results are demonstrated to verify the effectiveness of the proposed approach. It is shown that the number of transmit antenna and Nakagami parameter can help reduce the latency and energy consumption effectively, and the SSC protocol can achieve the same performance as the SC protocol with proper switching thresholds of latency and energy consumption.
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I. INTRODUCTION

With the deployment of the fifth-generation (5G) wireless networks [1]–[4], many new services and applications are introduced, such as augmented reality, autonomous driving, etc. One major characteristic of these applications is that they require intensive computations, which should be accomplished in a very fast way. Accordingly, the traditional communication-orientated systems have been gradually evolving into computation-orientated systems, and the performance metrics of interest have extended from the conventional quality such as the transmission error and data rate to latency and energy consumption [5], [6]. To support the intensive computation needs of the next-generation communication networks, the concept of mobile edge computing (MEC) has been proposed [7]–[10], where the edge nodes serve as the computational access points (CAPs) to help in accomplishing the computation tasks through wireless links. In particular, Hu et al [11] investigated the edge and central cloud computing by proposing a perfect pairing for high energy efficiency and low-latency, which provides critical guidance to the research of MEC.

In MEC networks’ design, the key is to take into account the joint impact of communication and computation [12]–[15]. In this direction, the authors in [16] investigated the performance of wireless powered MEC systems, by analyzing the problem of joint offloading and computing optimization, and concluded that the average energy consumption could be substantially reduced by offloading optimization. Then, the use of cooperative communications in the form of relaying can be incorporated into the wireless powered MEC systems, which can effectively reduce the transmit energy [17]. Later, multiuser MEC networks with non-orthogonal multiple access (NOMA) were studied in [18], and the computation offloading was optimized to reduce the average sum-energy. Furthermore, the impact of NOMA on the offloading of MEC networks was studied in [19], and it was found that the system performance could be significantly improved.
by using offloading optimization. Finally, by incorporating caching into MEC networks for 5G communication systems, a deep reinforcement learning based approach could be used to intelligently optimize the network resources [20].

To improve the performance of MEC networks, opportunistic selection can be applied as a powerful candidate to assist the communication and computation. For wireless networks with multiple relays, selection combining (SC) can be performed to select the best relay branch in order to exploit the channel fluctuations among relays [21]. When multiple antennas are equipped at the source in the SC-based relaying networks, the technique of transmit antenna selection (TAS) or maximal ratio transmission (MRT) can be utilized to assist the data transmission [22], [23]. Similarly, when multiple antennas are equipped at the destination in the SC-based relaying networks, the technique of receiver antenna selection (RAS) or maximal ratio combining (MRC) can be used [24], [25]. However, the SC protocol requires to continuously estimate the channel parameters of all branches at the beginning of each block transmission, which imposes a big load on the system implementation. Another limitation is that it may result in frequent branch switching, which is harmful to the network stability. To overcome these limitations, switching-and-stay combining (SSC) protocol is employed to achieve a balance between performance and implementation complexity. According to SSC, the same branch continues to be used as long as the signal-to-noise ratio (SNR) is above a certain threshold [26]–[28]. Also, for relaying networks with available direct links, distributed SSC can be used to exploit the benefits of both relaying and direct links, without increasing the implementation complexity [29]–[31].

In this paper, we study the opportunistic CAP selection for MEC networks with two CAPs, where the CAPs are equipped with multiple antennas and they can accomplish the computation tasks from the source. We start with the critical question: “What is the definition of the outage probability in MEC networks?” To answer this question, we define the outage probability by taking into account both latency and energy consumption, from the perspectives of communication and computation, respectively. In order to improve the network outage performance, we then apply RAS or MRC at the receiver, and employ two opportunistic selection protocols, i.e., SC and SSC, to choose a CAP to accomplish the computation tasks. We proceed with the important question: “What is the effect of the system parameters on the MEC networks design?” To tackle this problem, we study the system performance of the SC-based and SSC-based MEC networks, by deriving analytical and asymptotic expressions for the outage probability. We further
analyze how the outage probability varies with the network parameters, from which we obtain some important insights on the system design. Simulations and numerical results are finally demonstrated to verify the proposed analysis.

The key contributions of this paper are summarized as follow:

- We define a new form of outage probability by taking into account both latency and energy consumption, from the perspectives of communication and computation.
- We employ the RAS or MRC at the receiver, and then apply the SC or SSC protocol to choose a CAP to accomplish the computation tasks, in order to improve the network outage performance of the MEC networks.
- We derive analytical and asymptotic expressions for the outage probabilities of the MEC networks, in order to investigate the outage performance achieved by the SC and SSC protocols.
- We obtain some important insights on the system design, by analyzing how the outage probability varies with the network parameters. In particular, the number of transmit antenna and Nakagami parameter can help reduce the latency and energy consumption rapidly, and the SSC protocol can achieve the same performance as the SC protocol with proper branch switching thresholds of latency and energy consumption.

The organization of this paper is as follows. After the introduction, Section II describes the model of MEC networks with two CAPs. Section III presents a new definition of the outage probability in MEC networks, and Section IV provides the SC and SSC protocols for the MEC networks. Section V provides the analytical and asymptotic outage probability expressions for the two protocols. Numerical results are provided in Section VI to offer valuable insights into the outage performance, and finally, conclusions are drawn in Section VII.

Notations: Let $\mathcal{CN}(0, \beta)$ be a random variable (RV) with zero mean and variance $\beta$, subject to circularly symmetric complex Gaussian. We denote $\text{Nak}(m, \alpha)$ as Nakagami-$m$ distribution with the parameter $m$ and variance $\alpha$. In addition, we use $f_X(\cdot)$ to denote the probability density function (PDF) of the RV $X$, and the operation $\Pr(\cdot)$ returns probability.
II. NETWORK MODEL

Fig. 1 illustrates a MEC network with one user and two CAPs \{\text{CAP}_i| i = 1, 2\}\(^1\), where the source (user) is equipped with a single antenna while the CAPs are equipped with \(K\) antennas. The source \(S\) has some computation tasks but does not have the computational ability to perform them. Thus, \(S\) requests the help from the two CAPs through wireless links subject to Nakagami-\(m\) fading. Note that Nakagami-\(m\) fading is a generalized fading model and it fits well in practical communication scenarios, such as indoor and land-mobile communications [31]. Let \(\mathbf{h}_1 = [h_{1,1}, \cdots, h_{1,K}]\) and \(\mathbf{h}_2 = [h_{2,1}, \cdots, h_{2,K}]\) denote the channel vectors of the wireless links \(S\)-\text{CAP}_1 and \(S\)-\text{CAP}_2, where each element in the vector follows Nakagami-\(m\) distribution, i.e., \(h_{1,k} \sim \text{Nak}(m_1, \alpha_1)\) and \(h_{2,k} \sim \text{Nak}(m_2, \alpha_2)\) with \(k \in \{1, \cdots, K\}\). Note that we consider one user in the MEC network of this paper, and if there are multiple users existing in the system, user scheduling can be used to enhance the system reliability performance, based on the system parameters such as the instantaneous channel coefficients. The study of the MEC network with a single user in this work is meaningful, since it can provide a useful reference for the MEC network with multiple users. In addition, adding multiple users into this work would somewhat change the focus of this work, which is the AP selection and diversity reception. In

\(^1\)If there are more than two CAPs in the network, the SC and SSC protocols can be extended, and the derivation process in this paper can be readily applied in a straightforward way.
our future work, we will investigate the MEC network with multiple users, and incorporate the user scheduling into the considered system.

Suppose that each computation task at the source contains $L$ bits$^2$, and the CAP with number $i$ ($\text{CAP}_i$) is selected for computation. Then, the latency of the wireless transmission is given by,

$$t_{i1} = \frac{L}{W_B \log_2(1 + \frac{P_S}{\sigma^2} u_i)},$$

(1)

where $W_B$ is the channel bandwidth, $P_S$ is the transmit power of $S$, and $\sigma^2$ is the noise variance of the additive white Gaussian noise (AWGN) at the CAP. We use $u_i$ to denote the instantaneous channel gain of the $S$-$\text{CAP}_i$ link. Specifically, when the RAS is employed at the receiver, $u_i$ is given by

$$u_i = \max_{1 \leq k \leq K} |h_{i,k}|^2.$$  

(2)

When the MRC is employed at the receiver, $u_i$ is given by

$$u_i = ||h_i||^2.$$  

(3)

After the $\text{CAP}_i$ receives and computes the task, the computation latency is,

$$t_{i2} = \frac{\rho L}{f_i},$$

(4)

where $\rho$ is the number of required CPU cycles for each bit and $f_i$ is the CPU-cycle frequency at the $\text{CAP}_i$. For the bit-wise independent computation task, the computation can start without having to wait for the transmission end of the whole task. On the contrary, for the bit-wise dependent computation task, the computation cannot start until the transmission end of the whole task. Some practical examples of the bit-wise dependent computation task are image processing based or matrix computation based tasks. In this work, we adopt the bit-wise dependent task and thus, the computation has to wait until the transmission end of the task. Accordingly, the system latency is the sum of the transmission latency and computation latency. Hence, from (1) and (4), the latency and energy consumption of both communication and computation when $\text{CAP}_i$

$^2$In practice, the computation tasks may have different numbers of bits. In this case, the approach proposed in this paper can still serve as an important reference to the computation tasks with different numbers of bits.
is used are given by

\[ t_i = \frac{L}{W_B \log_2(1 + \frac{P_s}{\sigma^2} u_i)} + \frac{\rho L}{f_i}, \]  \tag{5} 

\[ E_i = \frac{LP_S}{W_B \log_2(1 + \frac{P_s}{\sigma^2} u_i)} + \frac{\rho LP_{c,i}}{f_i}, \]  \tag{6} 

where \( P_{c,i} \) is the accessible computational power at the CAP \( i \). Note that the first term in (5) and (6) is the latency and energy consumption of the communication from the source, while the second term is the latency and energy consumption of the computation at CAP \( i \).

III. A NEW DEFINITION FOR OUTAGE PROBABILITY IN MEC NETWORKS

In traditional communication-orientated networks, the outage is typically referred to the SNR outage at the receiver, which occurs when the received SNR falls below a given threshold. In contrast, in MEC networks, latency and energy consumption are the two most significant performance metrics [32]–[34]. Specifically, latency is particularly important in the cases of video transmission, navigation, and control-orientated systems, while energy consumption attracts broad interests since the MEC nodes are energy-aware, especially when they have limited energy. By taking into account the joint impact of latency and energy consumption, we define an outage event for MEC networks from the perspectives of both communication and computation. This event occurs when either the latency or the energy consumption is higher than certain thresholds. Accordingly, the new definition for the outage probability associated with the CAP \( i \) is

\[ P_{out,i} = \Pr\{ (t_i > \gamma_T) \mid (E_i > \gamma_E) \}, \]  \tag{7} 

where \( \mid \) denotes the logical OR operation, and \( \gamma_T \) and \( \gamma_E \) are the thresholds of latency and energy consumption, respectively. Note that \( \gamma_T \) and \( \gamma_E \) are used to measure the system outage performance, and hence they are involved in the outage calculation of the following SC and SSC protocols. As indicated in (7), an outage event in MEC networks involves both latency and energy consumption.

IV. SC AND SSC PROTOCOLS

In this section, we present two opportunistic CAP selection protocols for MEC networks, which can be used to select one MEC branch to assist the communication and computation.
A. SC Protocol

In the SC protocol, the $\text{CAP}_i$ firstly estimates the channel parameter at the beginning of each transmission, assisted by pilot signals from the source $S$. Then, it computes the associated latency $t_i$ and energy consumption $E_i$, by using (5) and (6). Based on $t_i$ and $E_i$, the system forms the set,

$$
\Omega = \{i = 1, 2|\text{If } t_i \leq \gamma_T \text{ and } E_i \leq \gamma_E\}.
$$

(8)

If $\Omega$ is not empty, the system further chooses the best MEC branch $\text{CAP}_{i^*}$ among the set $\Omega$, either by minimizing the latency or energy consumption,

$$
i^* = \arg \min_{i \in \Omega} \theta_i,
$$

(9)

where $\theta_i$ can be $t_i$ or $E_i$. On the contrary, if $\Omega$ is empty, neither branch can satisfy the outage requirement and the outage event will occur. In this case, the system can choose not to communicate, or communicate by using a relatively better branch among the two branches through some criteria, such as minimizing the latency or energy consumption.

B. SSC Protocol

Although the SC protocol can always select the best branch to assist the communication and computation, it has several limitations in practice. First, it needs continuous estimation of the channel parameters of both branches for each task, which imposes a heavy load on system implementation. Second, it requires to compare the latency or energy consumption of two branches in order to choose the best one, which increases the implementation complexity. Third, it may result in a frequent node switching, which is harmful to the network stability.

To overcome such limitations of the SC protocol, the SSC protocol is employed for MEC networks. In the SSC protocol, only one MEC branch $\text{CAP}_i$ ($i \in \{1, 2\}$) is activated to assist the communication and computation. The same MEC branch is continuously used, as long as it can support the communication and computation. Only when the branch cannot meet the requirements of latency and energy, a branch switching occurs and the other branch is activated. Let $\lambda_T$ and $\lambda_E$ represent the switching thresholds of latency and energy consumption in the SSC protocol, respectively. Accordingly, $\lambda_T$ and $\lambda_E$ are involved in the outage calculation of the SSC protocol, while not involved in the outage calculation of the SC protocol. Suppose that $\text{CAP}_1$
was used for the communication and computation of the previous task. Then, for the current task, the branch switching occurs if

\[ t_1 > \lambda_T, \]  

(10)

or

\[ E_1 > \lambda_E. \]  

(11)

This indicates that when either the latency is large or the energy consumption is high, a branch switching occurs, and the other MEC branch CAP\(_2\) is activated. Note that the classical operation in the SSC protocol is to switch to the other branch when the branch switching occurs, without checking whether the switched branch can satisfy the outage requirement or not. This is reasonable because that the previous branch has already failed to satisfy the outage requirement, and the system has to switch to other branch. In this case, the outage may still occur when the switched branch cannot satisfy the outage requirement. In particular, if neither branch can satisfy the outage requirement, both SC and SSC protocols lead to an outage event. It is emphasized that the main target of using the SSC protocol is not to guarantee non-outage, but to reduce the implementation complexity of the SC protocol, while maintaining a certain level of the outage performance.

In the SC and SSC protocols, the two branches may have unbalanced traffic load when the associated statistical information is different, such as the average channel gain and the computational capability at the CAPs. This unbalance can be solved by imposing some weight coefficients on the latency and energy consumption of each branch, at the cost of some degradation in outage probability. The weight coefficients can adjust the traffic load between the two branches [35], [36], and help achieve the fairness between the two CAPs in the considered MEC network.

Moreover, from the above two branch selection schemes with RAS or MRC at the receiver, we can design the system flexibly in practice, by taking into account both the outage performance and implementation complexity. Specifically, if the system is sensitive to outage, the SC protocol with MRC can be used; while if the system is sensitive to the implementation complexity, the SSC protocol with RAS tends can used. Therefore, the work in this paper provides a flexible choice for the system design.
V. Outage Probability Analysis

A. SC Protocol

As described above in the SC protocol, an outage occurs when neither of the two CAPs can meet the requirements of latency and energy consumption. Accordingly, the outage probability of the SC protocol along with either RAS and MRC at the receiver is given by,

\[ P_{\text{out}, \Xi}^{\text{SC}} = \Pr[(t_1 > \gamma_T) || (E_1 > \gamma_E), (t_2 > \gamma_T) || (E_2 > \gamma_E)], \]

(12)

where the subscript \( \Xi \) can be either RAS and MRC, indicating that either the RAS or MRC operation is employed at the receiver, respectively.

**Theorem 1:** The outage probability of the SC protocol along with either RAS and MRC at the receiver is given by,

\[ P_{\text{out}, \Xi}^{\text{SC}} = \phi_{1, \Xi}(\gamma_T, \gamma_E) \phi_{2, \Xi}(\gamma_T, \gamma_E), \]

(13)

where

\[ \phi_{i, \text{RAS}}(x, y) = \left(1 - \exp\left(-\frac{m_i \sigma^2_{\gamma_{\text{eq}}}(x, y)}{P_S \alpha_i}\right)\sum_{k=0}^{m_i-1} \frac{1}{k!}\left(-\frac{m_i \sigma^2_{\gamma_{\text{eq}}}(x, y)}{P_S \alpha_i}\right)^k\right)^K, \]

(14)

\[ \phi_{i, \text{MRC}}(x, y) = 1 - \exp\left(-\frac{m_i \sigma^2_{\gamma_{\text{eq}}}(x, y)}{P_S \alpha_i}\right)\sum_{k=0}^{m_i K - 1} \frac{1}{k!}\left(-\frac{m_i \sigma^2_{\gamma_{\text{eq}}}(x, y)}{P_S \alpha_i}\right)^k, \]

(15)

\[ \gamma_{\text{eq}}(x, y) = 2^{\frac{L}{P_{c,i} f_i}} - 1, \]

(16)

\[ d_i(x, y) = \min\left(x - \frac{\rho L y - \rho L P_{c,i} / f_i}{P_S}\right), \]

(17)

in which \( \gamma_{\text{eq}}(x, y) \) denotes the equivalent SNR threshold taking into account the requirements of both communication and computation, and \( d_i(x, y) \) represents the requirement of \( t_{i1} \) from the perspectives of both latency and energy consumption.

**Proof:** See Appendix A.

In order to obtain some insights on the system design, next we analyze the impact of system parameters on the network outage probability. From the analytical expression of \( \phi_{i, \Xi}(x, y) \), we can conclude that \( \frac{\partial P_{\text{out}, \Xi}^{\text{SC}}}{\partial L} > 0 \) and \( \frac{\partial P_{\text{out}, \Xi}^{\text{SC}}}{\partial W_B} < 0 \) hold. Moreover, \( P_{\text{out}, \Xi}^{\text{SC}} \) is also affected by the transmit power \( P_S \). To study this impact, we first consider the MEC outage probability of a
single branch CAP, $\phi_i,\Xi(\gamma_T, \gamma_E)$, and we use $P_{i,S}$ to denote the associated transmit power at the source. The effect of $P_{i,S}$ on the MEC outage probability of a single branch is given by the following proposition.

**Proposition 1:** The partial derivative of the MEC outage probability of the $i$-th branch, $\phi_i,\Xi(\gamma_T, \gamma_E)$, with respect to the transmit power $P_{i,S}$, is given by,

$$\frac{\partial \phi_i,\Xi(\gamma_T, \gamma_E)}{\partial P_{i,S}} = \begin{cases} < 0, & \text{If } P_{i,S} \in [0, P_{i,S}^*] \\ > 0, & \text{Else} \end{cases},$$

(18)

where $P_{i,S}^*$ is the optimal transmit power for the $i$-th MEC branch, given by

$$P_{i,S}^* = \frac{\gamma_E - \rho LP_{c,i}/f_i}{\gamma_T - \rho L/f_i}.$$  

(19)

*Proof:* See Appendix B.

To obtain more insights on the MEC networks with SC protocol, we further present some asymptotic expression for the outage probability in the low regime of noise power. By using the approximation of $e^x \simeq \sum_{n=0}^{N} \frac{x^n}{n!}$ for small value of $|x|$ [37], we can obtain the asymptotic $\phi_i,\Xi(x, y)$ after some manipulations as

$$\phi_i,\Xi(x, y) \simeq \mu_i,\Xi \left( \frac{\sigma^2 \gamma_{eq}(x, y)}{P_{S} \alpha_i} \right)^{m_i K},$$  

(20)

where

$$\mu_i,RAS = \left( \frac{m_i^{m_i-1}}{\Gamma(m_i)} \right)^K,$$

(21)

$$\mu_i,MRC = \frac{m_i^{m_i K}}{\Gamma(m_i K + 1)}.$$  

(22)

From the asymptotic $\phi_i,\Xi(x, y)$, we can obtain the asymptotic outage probability of the MEC networks with SC protocol as

$$P_{SC, out,\Xi} \simeq \frac{\mu_1,\Xi \mu_2,\Xi}{\alpha_1^{m_1 K} \alpha_2^{m_2 K}} \left( \frac{\sigma^2 \gamma_{eq}(\gamma_T, \gamma_E)}{P_S} \right)^{(m_1 + m_2)K}.$$  

(23)

From Proposition 1 and the asymptotic $P_{SC, out,\Xi}$, we can obtain some insights on the system design, as follow:

- The SC protocol can fully exploit the two branches in the MEC networks, and achieve the system full diversity order of $(m_1 + m_2)K$. This indicates that the system performance
can be rapidly improved by increasing the number of antennas at the CAPs and Nakagami parameters.

- The outage probability of MEC networks with SC protocol becomes worse with a larger $L$ or smaller $W_B$, as more bits or narrower bandwidth will result in a larger latency and higher energy consumption.

- The optimal transmit power $P^*_S$ is in the interval of $[P^*_1, S, P^*_2, S]$, where we assume that $P^*_1, S \leq P^*_2, S$ without loss of generality. By analyzing the derivative of $\phi_1(\gamma_T, \gamma_E)\phi_2(\gamma_T, \gamma_E)$ with respect to $P_S$, we can readily obtain the value of $P^*_S$. In particular, when $P^*_1, S = P^*_2, S$ holds, the optimal transmit power $P^*_S$ is equal to $P^*_1, S$.

**B. SSC Protocol**

According to the SSC protocol, the outage probability with RAS or MRC is given by

$$P_{out, \Xi}^{SSC} = \eta_{1, \Xi} \frac{\Pr[t_1 \leq \lambda_T, E_1 \leq \lambda_E, (t_1 > \gamma_T)\|(E_1 > \gamma_E)]}{J_{1, \Xi}}$$

$$+ \eta_{1, \Xi} \frac{\Pr[(t_1 > \lambda_T)\|(E_1 > \lambda_E), (t_2 > \gamma_T)\|(E_2 > \gamma_E)]}{J_{2, \Xi}}$$

$$+ \eta_{2, \Xi} \frac{\Pr[t_2 \leq \lambda_T, E_2 \leq \lambda_E, (t_2 > \gamma_T)\|(E_2 > \gamma_E)]}{J_{3, \Xi}}$$

$$+ \eta_{2, \Xi} \frac{\Pr[(t_2 > \lambda_T)\|(E_2 > \lambda_E), (t_1 > \gamma_T)\|(E_1 > \gamma_E)]}{J_{4, \Xi}},$$

where $J_{1, \Xi}$ and $J_{3, \Xi}$ denote the outage probabilities when CAP1 and CAP2 are continuously used, respectively, while $J_{2, \Xi}$ and $J_{4, \Xi}$ represent the outage probabilities when the branch switching occurs from CAP1 to CAP2 and vice versa, respectively. Moreover, $\eta_{1, \Xi}$ and $\eta_{2, \Xi}$ are the probabilities that CAP1 and CAP2 are used, respectively, which are given by

$$\eta_{1, \Xi} = \frac{\Pr[(t_2 > \lambda_T)\|(E_2 > \lambda_E)]}{\sum_{i=1}^{2} \Pr[(t_i > \lambda_T)\|(E_i > \lambda_E)],}$$

$$\eta_{2, \Xi} = \frac{\Pr[(t_1 > \lambda_T)\|(E_1 > \lambda_E)]}{\sum_{i=1}^{2} \Pr[(t_i > \lambda_T)\|(E_i > \lambda_E)],}$$

Theorem 2: The outage probability of the SSC protocol is given by,

$$P_{out, \Xi}^{SSC} = \eta_{1, \Xi}(J_{1, \Xi} + J_{2, \Xi}) + \eta_{2, \Xi}(J_{3, \Xi} + J_{4, \Xi}),$$
where

\[ \eta_{1,\Xi} = \frac{\phi_{2,\Xi}(\lambda_T, \lambda_E)}{\sum_{i=1}^{2} \phi_{i,\Xi}(\lambda_T, \lambda_E)}, \]

\[ \eta_{2,\Xi} = \frac{\phi_{1,\Xi}(\lambda_T, \lambda_E)}{\sum_{i=1}^{2} \phi_{i,\Xi}(\lambda_T, \lambda_E)}, \]

\[ J_{1,\Xi} = \begin{cases} 
0, & \text{If } \lambda_T \in [0, \gamma_T), \lambda_E \in [0, \gamma_E) \\
\phi_{1,\Xi}(\lambda_T, \gamma_E) - \phi_{1,\Xi}(\lambda_T, \lambda_E), & \text{If } \lambda_T \in [0, \gamma_T), \lambda_E \in [\gamma_E, \infty) \\
\phi_{1,\Xi}(\gamma_T, \lambda_E) - \phi_{1,\Xi}(\lambda_T, \lambda_E), & \text{If } \lambda_T \in [\gamma_T, \infty), \lambda_E \in [0, \gamma_E) \\
\phi_{1,\Xi}(\gamma_T, \gamma_E) - \phi_{1,\Xi}(\lambda_T, \lambda_E), & \text{If } \lambda_T \in [\gamma_T, \infty), \lambda_E \in [\gamma_E, \infty) 
\end{cases}, \]

\[ J_{2,\Xi} = \phi_{1,\Xi}(\lambda_T, \lambda_E)\phi_{2,\Xi}(\gamma_T, \gamma_E), \]

\[ J_{3,\Xi} = \begin{cases} 
0, & \text{If } \lambda_T \in [0, \gamma_T), \lambda_E \in [0, \gamma_E) \\
\phi_{2,\Xi}(\lambda_T, \gamma_E) - \phi_{2,\Xi}(\lambda_T, \lambda_E), & \text{If } \lambda_T \in [0, \gamma_T), \lambda_E \in [\gamma_E, \infty) \\
\phi_{2,\Xi}(\gamma_T, \lambda_E) - \phi_{2,\Xi}(\lambda_T, \lambda_E), & \text{If } \lambda_T \in [\gamma_T, \infty), \lambda_E \in [0, \gamma_E) \\
\phi_{2,\Xi}(\gamma_T, \gamma_E) - \phi_{2,\Xi}(\lambda_T, \lambda_E), & \text{If } \lambda_T \in [\gamma_T, \infty), \lambda_E \in [\gamma_E, \infty) 
\end{cases}, \]

\[ J_{4,\Xi} = \phi_{1,\Xi}(\gamma_T, \gamma_E)\phi_{2,\Xi}(\lambda_T, \lambda_E). \]

**Proof:** See Appendix C.

We highlight that the derived analytical \( P_{\text{out,\Xi}}^{\text{SSC}} \) consists of elementary functions only, and hence we can easily evaluate the outage probability of the MEC networks.

Next, to obtain some useful insights on the system design, we analyze how the network outage probability depends on the switching thresholds \( \lambda_T \) and \( \lambda_E \).

**Proposition 2:** The partial derivatives of \( P_{\text{out,\Xi}}^{\text{SSC}} \) with respect to the switching thresholds \( \lambda_T \) and \( \lambda_E \) are

\[ \frac{\partial P_{\text{out,\Xi}}^{\text{SSC}}}{\partial \lambda_T} = \begin{cases} 
\leq 0, & \text{If } \lambda_T \in [0, \gamma_T] \\
\geq 0, & \text{Else} 
\end{cases}, \]

and

\[ \frac{\partial P_{\text{out,\Xi}}^{\text{SSC}}}{\partial \lambda_E} = \begin{cases} 
\leq 0, & \text{If } \lambda_E \in [0, \gamma_E] \\
\geq 0, & \text{Else} 
\end{cases}. \]
Proof: See Appendix D.

To obtain more insights on the system with SSC protocol, we extend to provide the asymptotic outage probability with low region of noise power. From the result in (20), we can obtain the asymptotic expressions of $\eta_{1,\Xi}$ and $\eta_{2,\Xi}$ by considering the relationship between $m_1$ and $m_2$ as

$$
\eta_{1,\Xi}^{asy} = \begin{cases} 
0, & \text{If } m_1 < m_2 \\
\frac{\alpha_2^{\frac{m_2 K}{\alpha_1}}}{\alpha_1^{\frac{m_1 K}{\alpha_1}} + \alpha_2^{\frac{m_2 K}{\alpha_1}}}, & \text{If } m_1 = m_2 \\
1, & \text{If } m_1 > m_2 
\end{cases} \quad (36)
$$

$$
\eta_{2,\Xi}^{asy} = \begin{cases} 
1, & \text{If } m_1 < m_2 \\
\frac{\alpha_1^{\frac{m_1 K}{\alpha_1}}}{\alpha_1^{\frac{m_1 K}{\alpha_1}} + \alpha_2^{\frac{m_2 K}{\alpha_1}}}, & \text{If } m_1 = m_2 \\
0, & \text{If } m_1 > m_2 
\end{cases} \quad (37)
$$

In further, by applying the asymptotic $\phi_{1,\Xi}(x, y)$ of (20) into Theorem 2, we can obtain the asymptotic expressions of $J_{1,\Xi}$, $J_{2,\Xi}$, $J_{3,\Xi}$ and $J_{4,\Xi}$ as,

$$
J_{1,\Xi} \approx q_{1,\Xi}\left(\frac{\sigma^2}{P_s}\right)^{m_1 K},
$$

$$
J_{2,\Xi} \approx q_{2,\Xi}\left(\frac{\sigma^2}{P_s}\right)^{(m_1 + m_2) K},
$$

$$
J_{3,\Xi} \approx q_{3,\Xi}\left(\frac{\sigma^2}{P_s}\right)^{m_2 K},
$$

$$
J_{4,\Xi} \approx q_{4,\Xi}\left(\frac{\sigma^2}{P_s}\right)^{(m_1 + m_2) K},
$$

where $q_{1,\Xi}$, $q_{2,\Xi}$, $q_{3,\Xi}$ and $q_{4,\Xi}$ are given by

$$
q_{1,\Xi} = \begin{cases} 
0, & \text{If } \lambda_T \in [0, \gamma_T), \lambda_E \in [0, \gamma_E) \\
\frac{\mu_1^{\frac{m_1 K}{\alpha_1}}}{\alpha_1^{\frac{m_1 K}{\alpha_1}}}[(\gamma_{eq}(\lambda_T, \gamma_E))^{m_1 K} - (\gamma_{eq}(\lambda_T, \lambda_E))^{m_1 K}], & \text{If } \lambda_T \in [0, \gamma_T), \lambda_E \in [\gamma_E, \infty) \\
\frac{\mu_1^{\frac{m_1 K}{\alpha_1}}}{\alpha_1^{\frac{m_1 K}{\alpha_1}}}[\gamma_{eq}(\gamma_T, \lambda_E)]^{m_1 K} - (\gamma_{eq}(\lambda_T, \lambda_E))^{m_1 K}], & \text{If } \lambda_T \in [\gamma_T, \infty), \lambda_E \in [0, \gamma_E) \\
\frac{\mu_1^{\frac{m_1 K}{\alpha_1}}}{\alpha_1^{\frac{m_1 K}{\alpha_1}}}[\gamma_{eq}(\gamma_T, \gamma_E)]^{m_1 K} - (\gamma_{eq}(\lambda_T, \lambda_E))^{m_1 K}], & \text{If } \lambda_T \in [\gamma_T, \infty), \lambda_E \in [\gamma_E, \infty) 
\end{cases} \quad (42)
$$

$$
q_{2,\Xi} = \mu_1^{\frac{m_1 K}{\alpha_1}} \left[\frac{\gamma_{eq}(\gamma_T, \lambda_E)}{\alpha_1}\right]^{m_1 K} \left[\frac{\gamma_{eq}(\gamma_T, \gamma_E)}{\alpha_2}\right]^{m_2 K},
$$

(43)
\[ q_{3,\Xi} = \begin{cases} 
0, & \text{if } \lambda_T \in [0, \gamma_T), \lambda_E \in [0, \gamma_E) \\
\frac{\mu_2 \Xi}{\alpha_2^2 K} [\left( \frac{\gamma_{eq}(\lambda_T, \lambda_E)}{\alpha_1} \right)^{m_2 K} - \left( \frac{\gamma_{eq}(\lambda_T, \lambda_E)}{\alpha_1} \right)^{m_2 K}], & \text{if } \lambda_T \in [0, \gamma_T), \lambda_E \in [\gamma_E, \infty) \\
\frac{\mu_2 \Xi}{\alpha_2^2 K} [\left( \frac{\gamma_{eq}(\lambda_T, \lambda_E)}{\alpha_1} \right)^{m_2 K} - \left( \frac{\gamma_{eq}(\lambda_T, \lambda_E)}{\alpha_1} \right)^{m_2 K}], & \text{if } \lambda_T \in [\gamma_T, \infty), \lambda_E \in [0, \gamma_E) \\
\frac{\mu_2 \Xi}{\alpha_2^2 K} [\left( \frac{\gamma_{eq}(\lambda_T, \lambda_E)}{\alpha_1} \right)^{m_2 K} - \left( \frac{\gamma_{eq}(\lambda_T, \lambda_E)}{\alpha_1} \right)^{m_2 K}], & \text{if } \lambda_T \in [\gamma_T, \infty), \lambda_E \in [\gamma_E, \infty) 
\end{cases} \] 

(44)

\[ q_{4,\Xi} = \mu_1,\Xi \mu_2,\Xi \left( \frac{\gamma_{eq}(\lambda_T, \lambda_E)}{\alpha_1} \right)^{m_1 K} \left( \frac{\gamma_{eq}(\lambda_T, \lambda_E)}{\alpha_2} \right)^{m_2 K}, \] 

(45)

From the above asymptotic expressions, we can obtain the asymptotic outage probability for the MEC networks with SSC protocol as

\[ P_{0,\Xi}^{SSC} \simeq \left( \eta_{1,\Xi} q_{2,\Xi} + \eta_{2,\Xi} q_{4,\Xi} \right) \left( \frac{\sigma^2}{P_S} \right)^{(m_1 + m_2)K} + \eta_{1,\Xi} q_{1,\Xi} \left( \frac{\sigma^2}{P_S} \right)^{m_1 K} + \eta_{3,\Xi} q_{3,\Xi} \left( \frac{\sigma^2}{P_S} \right)^{m_2 K}. \] 

(46)

From Proposition 2 and the asymptotic \( P_{0,\Xi}^{SSC} \), we can obtain the following useful insights on the system design,

- The optimal switching thresholds of latency and energy consumption, denoted by \( \lambda^*_T \) and \( \lambda^*_E \), are equal to \( \gamma_T \) and \( \gamma_E \), respectively, which can minimize the value of \( P_{0,\Xi}^{SSC} \) to \( \phi_{1,\Xi}(\gamma_T, \gamma_E) \phi_{2,\Xi}(\gamma_T, \gamma_E) \) and achieve the system full diversity order of \( (m_1 + m_2)K \).

- When the switching thresholds are small with \( \lambda_T \in [0, \gamma_T] \) and \( \lambda_E \in [0, \gamma_E] \), the system diversity order is \( (m_1 + m_2)K \). However, as \( P_{0,\Xi}^{SSC} \) becomes worse with smaller \( \lambda_T \) and \( \lambda_E \), very small switching thresholds resulting in too frequent branch switching are however harmful to the network performance.

- When the switching thresholds are large with either \( \lambda_T > \gamma_T \) or \( \lambda_E > \gamma_E \), there exists a term in the outage probability associated with a single MEC branch, i.e., \( \eta_{1,\Xi} q_{1,\Xi} \left( \frac{\sigma^2}{P_S} \right)^{m_1 K} + \eta_{3,\Xi} q_{3,\Xi} \left( \frac{\sigma^2}{P_S} \right)^{m_2 K} \), indicating that the two MEC branches cannot be fully exploited with large switching thresholds. Hence, the network performance will deteriorate if the MEC branch switching seldom occurs.

- Similar to the SC protocol, the SSC protocol becomes worse with larger \( L \) or smaller \( W_B \). Moreover, the optimal value of \( P_S \) is in the interval of \([P_{1,\Xi}^*, P_{2,\Xi}^*] \), which can be readily obtained by analyzing the derivative of \( P_{0,\Xi}^{SSC} \) with respect to \( P_S \).
VI. SIMULATIONS AND NUMERICAL RESULTS

In this section, we present some numerical and simulation results to validate the proposed approach. The number of required CPU cycles for each bit is set to 10 with $\rho = 10$, and the CPU-cycle frequencies at the two CAPs are set to $f_1 = 6$ GHz and $f_2 = 10$ GHz, respectively. In addition, the computational powers at the two CAPs are set to $P_{c,1} = 0.5w$ and $P_{c,2} = 1w$, respectively. Moreover, the wireless channels from the source to the two CAPs experience Nakagami-$m$ fading, where the channel bandwidth is set to 100 MHz, with $\alpha_1 = 3.5$ and $\alpha_2 = 1$. If not specified, the computation task has 80 Mbits, and the noise power of the AWGN at the CAPs is set to 0.1. In further, the thresholds of the latency and energy consumption are set to 0.5s and 1j, respectively.

Fig. 2 depicts the impact of the transmit power $P_S$ on the analytical outage probability of the SC-based MEC networks along with RAS and MRC, where $K = 2$, $m_1 = 1$, $m_2 = 2$, $L = 80$ or 100 Mbits and the transmit power $P_S$ varies from 0 dB to 20 dB. It is evident from Fig. 2 that when the transmit power is low, the network outage probability improves with the increasing $P_S$, indicating that the transmission latency is the bottleneck of the system performance. In contrast, when the transmit power is high, the network outage probability deteriorates with the increasing $P_S$, as the transmission energy consumption becomes the bottleneck of the system performance.
Overall, Fig. 2 shows that the optimal transmit power $P_S^*$ should be a trade-off between the latency and energy consumption. Moreover, the network outage probability becomes worse with the increasing $L$, as a larger number of bits in the task increases both the latency and energy consumption. In further, the SC with MRC outperforms that with RAS, as the former utilizes all of the transmit antennas to send the task, which can help reduce both the transmission latency and energy consumption.

Figs. 3-4 illustrate the analytical, asymptotic and simulated outage probabilities of the SC-
based MEC networks versus the SNR, where the value of SNR varies from 0dB to 20dB. Specifically, Fig. 3 shows the effect of the number of transmit antenna with $m_1 = 1$, $m_2 = 2$, and $K \in \{1, 2, 3\}$, while Fig. 4 depicts the effect of the Nakagami parameter with $m_1 = 1$, $K = 2$, and $m_2 \in \{1, 2, 3\}$. In particular, Figs. 3-4 (a) and (b) correspond to RAS and MRC, respectively. Note that we use the optimal transmit power $P_S^*$ in these two figures, and accordingly we define the SNR as $1/\sigma^2$ instead of $P_S^*/\sigma^2$ for the simplicity of measure. As observed from Figs. 3-4, we can see that for various values of SNR, $K$ and $m_2$, the analytical outage probability matches well with the simulated one, which validates the effectiveness of the derived analytical expression of the outage probability for the SC-based MEC networks. Moreover, the asymptotic value converges to the exact one in the high SNR regime, which validates the asymptotic expression of the outage probability. In further, the network outage probability improves with the increasing $K$ and $m_2$, since more antennas or larger Nakagami parameter can help enhance the wireless transmission, which reduces the transmission latency and energy consumption. In particular, the curve slope of the outage probability increases linearly with $K$ and $m_2$, indicating that the system diversity order is proportional to the number of transmit antennas at the CAPs and the Nakagami parameter. Furthermore, we can find from Figs. 3-4 that the SC protocol with MRC outperforms that with RAS, indicating that the MRC can reduce the transmission latency and the associated energy consumption at the cost of using all of transmit antennas.
Fig. 5 demonstrates the impact of transmit power on the analytical outage probability of the SSC-based MEC networks, where $L = 80$ Mbits, and the transmit power varies from 0 dB to 20 dB. Specifically, Fig. 5 (a) and (b) are associated with the RAS and MRC, respectively. To show the effect of the switching thresholds on the network outage probability, we use three different switching thresholds, i.e., $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$, $\lambda_T = 2\gamma_T$ and $\lambda_E = 2\gamma_E$, and $\lambda_T = 0.5\gamma_T$ and $\lambda_E = 0.5\gamma_E$. As observed from this figure, we can see that for different switching thresholds, the network outage probability improves with the increasing $P_S$, in the low region of $P_S$. This is because that increasing the transmit power can help reduce the transmission latency. In contrast, when $P_S$ is high, the network outage probability becomes worse with the increasing $P_S$, as a larger transmit power results in a higher energy consumption. Hence, the optimal value of the transmit power should be a trade-off between the transmission latency and energy consumption. Moreover, the SSC protocol with $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$ outperforms that with $\lambda_T = 2\gamma_T$ and $\lambda_E = 2\gamma_E$ or that with $\lambda_T = 0.5\gamma_T$ and $\lambda_E = 0.5\gamma_E$. This is because that SSC with $\lambda_T = 2\gamma_T$ and $\lambda_E = 2\gamma_E$ fails to exploit the two MEC branches effectively. In contrast, although SSC with $\lambda_T = 0.5\gamma_T$ and $\lambda_E = 0.5\gamma_E$ can exploit the two MEC branches, it leads to a frequent branch switching, causing its performance worse than that with $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$. 

Figs. 6-7 show how the analytical and simulated outage probabilities of the SSC-based MEC networks vary with the switching thresholds $\lambda_T$ and $\lambda_E$, which are normalized by $\gamma_T$ and $\gamma_E$. 

![Fig. 6. Effect of the normalized $\lambda_T$ on the outage probability of SSC-based MEC networks.](image-url)
respectively. The optimal value of the transmit power $P_S^*$ is used in these two figures, and Figs. 6-7 (a) and (b) correspond to the RAS and MRC, respectively. Specifically, Fig. 6 demonstrates the effect of the normalized $\lambda_T$ with $\lambda_E \in \{0.5, 1, 2\} \gamma_E$, while Fig. 7 depicts the effect of the normalized $\lambda_E$ with $\lambda_T \in \{0.5, 1, 2\} \gamma_T$. As observed from Fig. 6, we can find that for both RAS and MRC, when $\lambda_T$ is small, SSC with $\lambda_E = 2 \gamma_E$ has almost the same performance as SSC with $\lambda_E = \gamma_E$, as the latency becomes the main factor that determines the branch switching when the latency switching threshold is small. In contrast, when $\lambda_T$ is large, the performances of the SSC with $\lambda_E = \gamma_E$ and SSC with $\lambda_E = 0.5 \gamma_E$ remain almost unchanged with $\lambda_T$, since the energy consumption becomes the main factor that determines the branch switching when the latency switching threshold is large3. Moreover, the optimal switching thresholds $\lambda_T^*$ and $\lambda_E^*$ are equal to $\gamma_T$ and $\gamma_E$, respectively. In further, the SSC with $\lambda_E = 2 \gamma_E$ deteriorates very rapidly with the increasing $\lambda_T$, in the region of $\lambda_T \in [\gamma_T, \infty)$. This is because that large branch switching thresholds fail to exploit the two MEC branches effectively. Furthermore, the results in Fig. 7 demonstrate the similar phenomena as the results in Fig. 6. Finally, from the results in Figs. 6-7, we can conclude that for various values of $\lambda_T$ and $\lambda_E$, the analytical outage probability is

3The impact of $\lambda_T$ and $\lambda_E$ on the SSC-based MEC networks is also evident from the expression of $\phi_{i,\Xi}(\lambda_T, \lambda_E)$. Specifically, when $\lambda_T$ is small, $d_i(\lambda_T, \lambda_E)$ in $\phi_{i,\Xi}(\lambda_T, \lambda_E)$ becomes $\lambda_T - \rho L / f_i$, which is irrespective of $\lambda_E$. When $\lambda_T$ is large, $d_i(\lambda_T, \lambda_E)$ becomes $\lambda_E - \rho L / f_i P_S^*$, which is irrespective of $\lambda_T$. 

---

**Fig. 7.** Effect of the normalized $\lambda_E$ on the outage probability of SSC-based MEC networks.
in good agreement with the simulation one, which validates the derived analytical expression of
the outage probability for the SSC-based MEC networks.

Figs. 8-9 show the analytical, asymptotic and simulated outage probabilities of the SSC-based
MEC networks versus the SNR, where the optimal value of the transmit power is adopted and
several branch switching thresholds are used with $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$, $\lambda_T = 2\gamma_T$ and

---

**Fig. 8.** Effect of number of transmit antenna on the outage probability of SSC-based MEC networks versus SNR, with several
branch switching thresholds.

**Fig. 9.** Effect of Nakagami parameter on the outage probability of SSC-based MEC networks versus SNR, with several branch
switching thresholds.
$\lambda_E = 2\gamma_E$, and $\lambda_T = 0.5\gamma_T$ and $\lambda_E = 0.5\gamma_E$. Specifically, Fig. 8 illustrates the effect of the number of transmit antenna with $m_1 = 1$, $m_2 = 2$, and $K = 1, 2$, while Fig. 9 depicts the effect of the Nakagami parameter with $m_1 = 1$, $K = 2$, and $m_2 = 1, 2$. In particular, Figs. 8-9 (a) and (b) correspond to the RAS and MRC, respectively. Note that we use the optimal transmit power $P_S^*$ in these two figures. We can observe from these two figures that for various parameters including $\lambda_T$, $\lambda_E$, SNR, $K$ and $m_2$, the analytical outage probability matches well with the simulated one, and the asymptotic value converges to the exact one when the SNR is high. This validates the derived analytical and asymptotic expressions for the outage probability of the SSC-based protocol. Moreover, the network outage probability becomes better when the value of $K$ and $m_2$ increases, since more antennas or larger Nakagami parameter can help improve the wireless transmission, which decreases the transmission latency and energy consumption. In particular, the SSC protocol with $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$ presents the curve slope of the outage probability linearly increasing with $K$ and $m_2$, indicating that the SSC protocol can achieve the system full diversity order with proper branch switching thresholds. In contrast, the SSC protocol with $\lambda_T = 2\gamma_T$ and $\lambda_E = 2\gamma_E$ fails to achieve the same curve slope as the SSC protocol with $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$, since large switching thresholds make the branch switching less happen. Furthermore, although the SSC protocol with $\lambda_T = 0.5\gamma_T$ and $\lambda_E = 0.5\gamma_E$ has the same curve slope as the SSC protocol with $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$, its performance is worse. This is because that too frequent branch switching due to small switching thresholds is harmful to the network performance.

Fig. 10 compares the outage probabilities of the SC and SSC protocols for the MEC networks, where the optimal value of the transmit power is adopted and several branch switching thresholds are used with $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$, $\lambda_T = 2\gamma_T$ and $\lambda_E = 2\gamma_E$, and $\lambda_T = 0.5\gamma_T$ and $\lambda_E = 0.5\gamma_E$. Specifically, Fig. 10 (a) and (b) are associated with the RAS the MRC, respectively. We can find from Fig. 10 (a) and (b) that for various values of $L$ and switching thresholds, the analytical outage probability fits well with the simulation one, which further verifies the effectiveness of the derived analytical expressions of the outage probability for the SC and SSC protocols. Moreover, the SC and SSC protocols improve with a smaller $L$, due to the reduced latency and energy consumption. In further, only the SSC protocol with the optimal switching threshold of $\lambda_T = \gamma_T$ and $\lambda_E = \gamma_E$ achieves the optimal outage probability of the SC protocol, while the SSC protocol with the other two switching thresholds fails to achieve, since the two MEC branches cannot be
effectively exploited with either too large or too small branch switching thresholds. In particular, the SSC protocol with $\lambda_T = 0.5\gamma_T$ and $\lambda_E = 0.5\gamma_E$ is even worse than that with $\lambda_T = 2\gamma_T$ and $\lambda_E = 2\gamma_E$ when $L$ is large. This is because that too large $L$ increases the latency and energy consumption substantially, causing too frequent branch switching in the SSC protocol.

VII. CONCLUSIONS

This paper studied the MEC networks with two CAPs over Nakagami-$m$ fading channels, where the CAPs were equipped with multiple antennas and one CAP was selected to accomplish the computation tasks from the source. To characterize the joint impact of communication and computation in MEC networks, a new form of outage probability was defined by taking into account both the latency and energy consumption. Then, RAS or MRC was utilized at the receiver, and SC or SSC protocol was employed to select one better CAP to accomplish the computation task. For both protocols, the analytical and asymptotic expressions of the outage probability were derived for the MEC networks. By analyzing how the outage probabilities varied with the system parameters, some important insights on the system design were obtained for the two protocols. Simulation and numerical results were finally illustrated to verify the proposed studies. In particular, the number of transmit antenna and Nakagami parameter could be exploited to reduce the latency and energy consumption rapidly, and the SSC protocol could achieve the
same performance as the SC protocol with proper branch switching thresholds of latency and energy consumption.

**APPENDIX A**

**PROOF OF THEOREM 1**

From (5) and (6), \( t_1 \) and \( E_1 \) contain the random variable (RV) \( u_1 \), while \( t_2 \) and \( E_2 \) contain the RV \( u_2 \). Since \( u_1 \) and \( u_2 \) are independent, we can rewrite \( P_{\text{out},\Xi}^{\text{SC}} \) as

\[
P_{\text{out},\Xi}^{\text{SC}} = \prod_{i=1,2} \Pr[(t_i > \gamma_T)|(E_i > \gamma_E)].
\]  

(A.1)

To facilitate the derivation process, we firstly derive a general function \( \phi_{i,\Xi}(x,y) \), given by

\[
\phi_{i,\Xi}(x,y) = \Pr[(t_i > x)|(E_i > y)],
\]  

(A.2)

which denotes the outage probability of the \( i \)-th MEC branch with a general latency threshold \( x \) and energy consumption threshold \( y \). From (1)–(6), we can rewrite \( \phi_{i,\Xi}(x,y) \) as

\[
\phi_{i,\Xi}(x,y) = \Pr\left(t_{i1} > x - \frac{\rho L}{f_i} \left| P_{St_{i1}} > y - \frac{\rho LP_{c,i}}{f_i}\right.\right)
\]  

(A.3)

\[
= \Pr\left(t_{i1} > x - \frac{\rho L}{f_i} \left| t_{i1} > y - \frac{\rho LP_{c,i}}{P_S}\right.\right).
\]  

(A.4)

Let \( d_i(x,y) \) denote the requirement of \( t_{i1} \) from the perspectives of both latency and energy consumption, as shown in (17). Note that \( d_i(x,y) \) contains determined variables only, and we can further write \( \phi_{i,\Xi}(x,y) \) as,

\[
\phi_{i,\Xi}(x,y) = \Pr(t_{i1} > d_i(x,y))
\]  

(A.5)

\[
= \Pr\left[\frac{L}{W_B \log_2(1 + \frac{P_S}{\sigma^2 u_i})} > d_i(x,y)\right]
\]  

(A.6)

\[
= \Pr\left[u_i < \frac{\sigma^2}{P_S} \left(2^{\frac{L}{W_B d_i(x,y)}} - 1\right)\right].
\]  

(A.7)

When the RAS is used at the receiver, the CDF of \( u_i \) can be written as

\[
F_{u_i}(x) = \Pr\left(\max_{1 \leq k \leq K} |h_{i,k}|^2 < x\right)
\]  

(A.8)

\[
= \left(\Pr(|h_{i,1}|^2 < x)\right)^K.
\]  

(A.9)
By applying the PDF of $|h_{i,1}|^2$,
\[ f_{|h_{i,1}|^2}(x) = \frac{m_i^{m_i}x^{m_i-1}}{\alpha_i^m \Gamma(m_i)} e^{-\frac{m_i x}{\alpha_i}}, \quad (A.10) \]
into (A.9), and then solving the required integral, we can obtain the analytical expression of $\phi_{i,\Xi}(x,y)$ with RAS, as shown in (14).

On the other hand, when the MRC is used at the receiver, the PDF of $u_i$ is [31]
\[ f_{u_i}(x) = \left(\frac{m_i K}{K \alpha_i}\right)^{m_i K x^{m_i K - 1}} e^{-\frac{m_i x}{\alpha_i}}. \quad (A.11) \]
By applying (A.11) into (A.7), and then solving the required integral, we can obtain the analytical expression of $\phi_{i,\Xi}(x,y)$ with MRC, as shown in (15). From the analytical expression of $\phi_{i,\Xi}(x,y)$, we obtain the analytical outage probability of the MEC networks with SC protocol, as shown in Theorem 1. In this way, we have completed the proof of Theorem 1.

**APPENDIX B**

**PROOF OF PROPOSITION 1**

According to the value of the transmit power $P_{i,S}$, we consider the two ranges of the transmit power, i.e., $P_{i,S} \in [0, P_{i,S}^*]$ and $P_{i,S} \in (P_{i,S}^*, \infty)$. In the first range of $P_{i,S} \in [0, P_{i,S}^*]$, $d_i(\gamma_T, \gamma_E)$ in $\phi_{i,\Xi}(\gamma_T, \gamma_E)$ becomes
\[ d_i(\gamma_T, \gamma_E) = \gamma_T - \frac{\rho L}{f_i}. \quad (B.1) \]
By applying the above $d_i(\gamma_T, \gamma_E)$ into (14)-(15), we can find that $\frac{\partial \phi_{i,\Xi}(\gamma_T, \gamma_E)}{\partial P_{i,S}} < 0$ holds when $P_{i,S} \in [0, P_{i,S}^*]$.

In the second range of $P_{i,S} \in (P_{i,S}^*, \infty)$, $d_i(\gamma_T, \gamma_E)$ in $\phi_{i,\Xi}(\gamma_T, \gamma_E)$ becomes
\[ d_i(\gamma_T, \gamma_E) = \gamma_E - \frac{\rho L P_{c,i}}{P_{i,S}}/f_i. \quad (B.2) \]
By applying the above $d_i(\gamma_T, \gamma_E)$ into (14)-(15), we can find that $\frac{\partial \phi_{i,\Xi}(\gamma_T, \gamma_E)}{\partial P_{i,S}} > 0$ holds when $P_{i,S} \in (P_{i,S}^*, \infty)$. In this way, the proof of Proposition 1 has been completed.

**APPENDIX C**

**PROOF OF THEOREM 2**

From (14)-(15), we can write the analytical expressions of $\eta_1,\Xi$ and $\eta_2,\Xi$, as shown in (28)-(29). In further, from the analytical expression of $\phi_{i,\Xi}(x,y)$, we can write the analytical expressions of $J_{2,\Xi}$ and $J_{4,\Xi}$ in (24), as shown in (31) and (33).
We now extend to derive the analytical expressions of $J_{1,\Xi}$ and $J_{3,\Xi}$ in (24). The expression of $J_{1,\Xi}$ can be rewritten as

$$
J_{1,\Xi} = \Pr(t_1 \leq \lambda_T, E_1 \leq \lambda_E) - \Pr[t_1 \leq \lambda_T, E_1 \leq \lambda_E, t_1 \leq \gamma_T, E_1 \leq \gamma_E] 
$$

(C.1)

$$
= \Pr(t_1 \leq \lambda_T, E_1 \leq \lambda_E) - \Pr[t_1 \leq \min(\lambda_T, \gamma_T), E_1 \leq \min(\lambda_E, \gamma_E)].
$$

(C.2)

By considering that $\Pr(t_1 \leq \lambda_T, E_1 \leq \lambda_E) = 1 - \Pr[(t_1 > x)|(E_1 > y)] = 1 - \phi_{1,\Xi}(\lambda_T, \lambda_E)$, we can further write the analytical expression of $J_{1,\Xi}$ as

$$
J_{1,\Xi} = \phi_{1,\Xi}[\min(\lambda_T, \gamma_T), \min(\lambda_E, \gamma_E)] - \phi_{1,\Xi}(\lambda_T, \lambda_E).
$$

(C.3)

Similarly, the analytical expression of $J_{3,\Xi}$ is given by

$$
J_{3,\Xi} = \phi_{2,\Xi}[\min(\lambda_T, \gamma_T), \min(\lambda_E, \gamma_E)] - \phi_{2,\Xi}(\lambda_T, \lambda_E).
$$

(C.4)

In particular, by considering the relationship between $\lambda_T$ and $\gamma_T$, and the relationship between $\lambda_E$ and $\gamma_E$, we can specify the analytical expressions of $J_{1,\Xi}$ and $J_{3,\Xi}$ into four cases, shown in (30) and (32).

By summarizing the above analytical results of $\eta_{1,\Xi}$, $\eta_{2,\Xi}$, $J_{1,\Xi}$, $J_{2,\Xi}$, $J_{3,\Xi}$ and $J_{4,\Xi}$, we can obtain the analytical expression of outage probability for the SSC protocol for the considered MEC networks, as shown in (27). In this way, we have completed the proof of Theorem 2.

**Appendix D**

**Proof of Proposition 2**

To prove Proposition 2, we firstly divide the spaces spanned by the two switching thresholds $\lambda_T$ and $\lambda_E$ into four areas, $A_1$, $A_2$, $A_3$ and $A_4$, corresponding to $\lambda_T \in [0, \gamma_T]$ and $\lambda_E \in [0, \gamma_E]$, $\lambda_T \in (\gamma_T, \infty)$ and $\lambda_E \in (\gamma_E, \infty)$, $\lambda_T \in [0, \gamma_T]$ and $\lambda_E \in (\gamma_E, \infty)$, and $\lambda_T \in (\gamma_T, \infty)$ and $\lambda_E \in [0, \gamma_E]$, respectively. To simplify the notation, we omit the subscript $\Xi$ in this part. We then consider the variation of $P_{\text{out}}^{\text{SSC}}$ with respect to the switching thresholds $\lambda_T$ and $\lambda_E$, in the four areas,

- $A_1$: In this area, the analytical expression of $P_{\text{out}}^{\text{SSC}}$ in (27) becomes,

$$
P_{\text{out}}^{\text{SSC}} = \eta_1 \phi_1(\lambda_T, \lambda_E) \phi_2(\gamma_T, \gamma_E) + \eta_2 \phi_1(\gamma_T, \gamma_E) \phi_2(\lambda_T, \lambda_E) \tag{D.1}
$$

$$
= \frac{v_1v_2}{v_1 + v_2}(\phi_1 + \phi_2) \tag{D.2}
$$

$$
= (\tilde{v}_1 + \tilde{v}_2)^{-1}(\phi_1 + \phi_2), \tag{D.3}
$$
where \( v_i = \phi_i(\lambda_T, \lambda_E) \), and \( \tilde{v}_i = 1/\phi_i(\lambda_T, \lambda_E) \) are used to simplify the derivation process for \( i = 1, 2 \). From (D.3), we can find that \( \frac{\partial P_{SSC}}{\partial v_i} < 0 \) holds. Moreover, we can see from (14)-(17) that \( \frac{\partial v_i}{\partial \lambda_T} \leq 0 \) and \( \frac{\partial v_i}{\partial \lambda_E} \leq 0 \) hold. Hence, in the area of \( A_1 \), \( \frac{\partial P_{SSC}}{\partial v_i} < 0 \) and \( \frac{\partial P_{SSC}}{\partial \lambda_T} \leq 0 \) hold.

- \( A_2 \) : In this area, the analytical expression of \( P_{SSC}^{out} \) in (27) becomes,

\[
P_{SSC}^{out} = \eta_1(\phi_1 - v_1) + \eta_2(\phi_2 - v_2) + \eta_1 v_1 w_2 + \eta_2 v_1 v_2 \tag{D.4}
\]

\[
= \frac{v_1 v_2}{v_1 + v_2} \left( \frac{w_1}{v_1} + \frac{w_2}{v_2} + w_1 + w_2 - 2 \right) \tag{D.5}
\]

\[
= \frac{1}{\tilde{v}_1 + \tilde{v}_2} (w_1 \tilde{v}_1 + w_2 \tilde{v}_2 + w_1 + w_2 - 2). \tag{D.6}
\]

Then, we take the partial derivative of \( P_{SSC}^{out} \) with respect to \( \tilde{v}_1 \) as

\[
\frac{\partial P_{SSC}^{out}}{\partial \tilde{v}_1} = \frac{1}{(\tilde{v}_1 + \tilde{v}_2)^2} \left[ w_1 (\tilde{v}_1 + \tilde{v}_2) - (w_1 \tilde{v}_1 + w_2 \tilde{v}_2 + w_1 + w_2 - 2) \right] \tag{D.7}
\]

\[
= \frac{1}{(\tilde{v}_1 + \tilde{v}_2)^2} (w_1 \tilde{v}_2 - w_2 \tilde{v}_1 + 2 - w_1 - w_2). \tag{D.8}
\]

As \( \phi_2(\lambda_T, \lambda_E) \leq \phi_2(\gamma_T, \gamma_E) \) holds for the area \( A_2 \), we can obtain that \( \tilde{v}_2 \geq \frac{1}{w_2} \). By applying this inequality into (D.8), we can further obtain that

\[
\frac{\partial P_{SSC}^{out}}{\partial \tilde{v}_1} \geq \frac{1}{(\tilde{v}_1 + \tilde{v}_2)^2} \left( \frac{w_1}{w_2} - w_2 \tilde{v}_2 + 2 - \tilde{v}_1 - \tilde{v}_2 \right) \tag{D.9}
\]

\[
= \frac{1}{(\tilde{v}_1 + \tilde{v}_2)^2} \frac{1}{w_2} \left[ w_1 + 2 w_2 - w_2 (w_1 + 2 w_2) \right] \tag{D.10}
\]

\[
> 0. \tag{D.11}
\]

In a similar way, we can obtain that \( \frac{\partial P_{SSC}^{out}}{\partial \tilde{v}_1} \) in the area \( A_2 \). Moreover, it can be easily found that \( \frac{\partial \tilde{v}_1}{\partial \lambda_T} \geq 0 \) and \( \frac{\partial \tilde{v}_1}{\partial \lambda_E} \geq 0 \) hold for \( i = 1, 2 \). Hence, we can find that in the area \( A_2 \), \( \frac{\partial P_{SSC}^{out}}{\partial \lambda_T} \geq 0 \) and \( \frac{\partial P_{SSC}^{out}}{\partial \lambda_E} \geq 0 \) hold.

- \( A_3 \) : In this area, the analytical expression of \( P_{SSC}^{out} \) in (27) becomes,

\[
P_{SSC}^{out} = \frac{1}{(\tilde{v}_1 + \tilde{v}_2)} \left[ \tilde{v}_1 \phi_1(\lambda_T, \gamma_E) + \tilde{v}_2 \phi_2(\lambda_T, \gamma_E) + \tilde{v}_1 + \tilde{v}_2 - 2 \right]. \tag{D.12}
\]

As only \( \tilde{v}_1 \) and \( \tilde{v}_2 \) depend on \( \lambda_E \), while \( \phi_i(\lambda_T, \gamma_E) \) does not depend on \( \lambda_E \) for \( i = 1, 2 \), we can refer to the steps in (D.7)–(D.11) and obtain that \( \frac{\partial P_{SSC}^{out}}{\partial \lambda_E} \geq 0 \) holds in the area \( A_3 \).

We now investigate \( \frac{\partial P_{SSC}^{out}}{\partial \lambda_T} \), by considering three ranges of \( \gamma_E \), i.e., \( \gamma_E \) is large, small, or moderate. In the first case that \( \gamma_E \) is large, we have

\[
\frac{\gamma_E - \rho L P_{c,i}}{P_S} \geq \lambda_T - \frac{\rho L}{f_i}. \tag{D.13}
\]
Accordingly, we can obtain that $\phi_i(\lambda_T, \gamma_E) = \phi_i(\lambda_T, \lambda_E)$ for $i = 1, 2$. Then $P_{\text{out}}^{\text{SSC}}$ in (D.12) becomes,

$$P_{\text{out}}^{\text{SSC}} = \frac{1}{(\tilde{v}_1 + \tilde{v}_2)}(w_1 + w_2),$$  \hspace{1cm} (D.14)

from which we can verify that $\frac{\partial P_{\text{out}}^{\text{SSC}}}{\partial \lambda_T} < 0$ holds.

In the second case that $\gamma_E$ is small, we have

$$\frac{\gamma_E - \rho L p_{c,i}/f_i}{P_S} < \lambda_T - \frac{\rho L}{f_i},$$  \hspace{1cm} (D.15)

Then, $d_i(\lambda_T, \gamma_E)$ in $\phi_i(\lambda_T, \gamma_E)$ and $d_i(\lambda_T, \lambda_E)$ in $\phi_i(\lambda_T, \lambda_E)$ both become $\frac{\gamma_E - \rho L p_{c,i}/f_i}{P_S}$, which does not depend on $\lambda_T$. Hence, we can obtain that $\frac{\partial P_{\text{out}}^{\text{SSC}}}{\partial \lambda_T} = 0$ holds.

In the third case that $\gamma_E$ is moderate, we have

$$\frac{\gamma_E - \rho L p_{c,i}/f_i}{P_S} < \lambda_T - \frac{\rho L}{f_i},$$  \hspace{1cm} (D.16)

and

$$\frac{\lambda_E - \rho L p_{c,i}/f_i}{P_S} \geq \lambda_T - \frac{\rho L}{f_i}.$$  \hspace{1cm} (D.17)

In this situation, $\phi_1(\lambda_T, \gamma_E)$ is equal to $\phi_1(\gamma_T, \gamma_E)$, and $P_{\text{out}}^{\text{SSC}}$ in (D.12) becomes,

$$P_{\text{out}}^{\text{SSC}} = \frac{1}{(\tilde{v}_1 + \tilde{v}_2)}(w_1\tilde{v}_1 + w_2\tilde{v}_2 + w_1 + w_2 - 2).$$  \hspace{1cm} (D.18)

Similar to the steps in (D.7)–(D.11), we can find that $\frac{\partial P_{\text{out}}^{\text{SSC}}}{\partial \lambda_T} \leq 0$ holds.

By summarizing the above three cases of $\gamma_E$, we can conclude that in the area $A_3$, $\frac{\partial P_{\text{out}}^{\text{SSC}}}{\partial \lambda_T} \leq 0$ and $\frac{\partial P_{\text{out}}^{\text{SSC}}}{\partial \lambda_E} \geq 0$ hold.

- $A_4$: By referring to the steps in the area $A_3$, we can similarly find that in the area $A_4$, $\frac{\partial P_{\text{out}}^{\text{SSC}}}{\partial \lambda_T} \geq 0$ and $\frac{\partial P_{\text{out}}^{\text{SSC}}}{\partial \lambda_E} \leq 0$ hold.

By summarizing the results in the above four areas of $A_1$, $A_2$, $A_3$ and $A_4$, we have completed the proof of Proposition 2.
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