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Abstract—This paper presents a novel channel estimation
and transmission strategy for millimeter wave (mmWave) non-
orthogonal multiple access (NOMA) communication system with
hybrid architecture. We first propose a general iterative index
detection-based channel estimation algorithm (IDCEA) that can
obtain both direction of arrival (DOA) and channel gain of each
channel path. We then design an enhanced hybrid precoding
scheme from the angle domain viewpoint to reduce the inter-
beam interferences. Next we investigate the multi-user scheduling
and power allocation with the objective of maximizing the overall
achievable rate. The problem turns to be non-convex and then we
decompose it into two sub-problems which separately consider
user scheduling and power allocation. The former is solved by
a novel algorithm based on the many-to-one two sided matching
theory while the latter is solved by an iterative optimization
algorithm. Simulation results show that the proposed channel
estimation and user scheduling can be better than traditional
methods. Finally, numerical examples are provided to corrobo-
rate the proposed studies.

Index Terms—Millimeter wave (mmWave), non-orthogonal
multiple access (NOMA), channel estimation, user scheduling,
power allocation.

I. INTRODUCTION

With the increasing demand for radio spectrum resources,

the underutilized millimeter wave (mmWave) band (between

30 GHz and 300 GHz) has received broad attention due

to its wide bandwidth and higher spectral efficiency [1]–

[3]. Since the transceiver can compensate for the relatively

high propagation loss using the beam gain provided by the

large-scale antenna array, mmWave combined with large-scale

antenna array becomes a core supporting technology in the

fifth generation (5G) communication systems [4].

In mmWave massive multiple input multiple output (MIMO)

system, a hybrid architecture has been proposed to reduce
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the hardware complexity and energy consumption [5]–[11]. In

order to avoid interference between users, each radio frequency

(RF) chain can only support one user at the same time-

frequency resources. Thus, the maximum number of users that

can be served is equal to the number of RF chains. When

the number of users increases, the signal for different users

cannot be separated by linear operation. Nevertheless, non-

orthogonal multiple access (NOMA) technology can break this

fundamental limit by performing superposition coding at the

transmitter and successive interference cancellation (SIC) at

the receiver [12]–[21].

Specifically, NOMA technology can simultaneously support

multiple users on the same time-frequency space resource,

and can convert different channel gain between users into

multiplexed gain via superposition coding, which is essentially

different from the traditional beamspace MIMO. Therefore,

the number of supported users can be larger than the number

of RF chains in mmWave NOMA system, and the downlink

achievable sum rate will also be significantly increased.

The combination of spatial MIMO and NOMA has been

extensively studied in [22]–[26]. In [22], the authors presented

a beamforming design that minimizes transmission power,

where a multi-antenna base station (BS) transmits two single-

antenna users using NOMA technology. The authors in [23]

introduced an effective transmission scheme that ensure user

fairness, in which a multi-antenna BS transmits multiple single

antenna users using NOMA technology. Furthermore, in [24]–

[26], the user clustering and power allocation scheme was de-

veloped to optimize the sum rate and user fairness of MIMO-

NOMA systems. However, these MIMO-NOMA techniques

are all focus low frequency, and cannot be used for mmWave

communication, where channel sparsity, the uncertainty of the

number of conflicting users, etc., also need to be considered.

It is highly desirable to use NOMA in mmWave due to

the following advantages: 1) The channel of different users

in the same direction are heavily correlated in mmWave. This

special channel characteristics of mmWave is very suitable to

apply NOMA technology; 2) Large-scale antenna array can

provide highly directional beams in mmWave. The directional

beams results in larger beamforming gains and smaller inter-

beam interference, where NOMA transmissions can be applied

on each beam; 3) The user overload can be increased using

NOMA into mmWave communication, which can improve

spectral efficiency.

It is recognized that the full benefits of mmWave with

NOMA technology heavily rely on the accurate channel state

information (CSI) estimation, which is also regarded as one
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of the main challenges for mmWave NOMA system. Specific

channel estimation techniques for mmWave system have been

proposed based on compressive sensing (CS), discrete Fourier

transform (DFT), and channel covariance matrix [27]–[30].

However the channel estimation methods introduced in [27]–

[30] are mainly based on the on-grid approach, which always

suffer from the performance loss due to the leakage of energy

over some DFT bins. Hence, many researchers also designed

the off-grid channel estimation approaches [28], [29].

In this paper, we study the channel estimation and trans-

mission strategy for hybrid mmWave NOMA system. First,

we propose a general iterative index detection-based channel

estimation algorithm (IDCEA) for mmWave NOMA systems

from angle domain viewpoint that can obtain both direction

of arrivals (DOAs) and channel gain of each channel path.

Then an enhanced hybrid precoding scheme for the mmWave

NOMA system is designed to reduce the inter-beam interfer-

ence with DOA information. After that, we formulate a sum

rate maximization problem for the downlink mmWave NOMA

systems subject to the user scheduling and power allocation

strategy. The problem turns to be non-convex and then we

decompose the original optimization into two subproblems as

user scheduling and power allocation. For the user scheduling,

we develop a matching theory based user scheduling algorithm

(MTBUSA) to maximize the achievable sum rate. To reduce

the number of iterations, we also utilize the DOAs of different

users to design a heuristic initialization user scheduling algo-

rithm. Next, we develop an iterative optimization algorithm to

realize the dynamic power allocation under the transmit power

constraint.

The rest of the paper is organized as follows. In section

II, the transmission model and channel model of mmWave

NOMA system with hybrid precoding are described. In section

III, we present an iterative IDCEA. The design of hybrid

precoding, user scheduling and power allocation are provided

in the section IV. Simulation results are then presented in

Section V and conclusions are drawn in Section VI.

Notations: Small and upper bold-face letters donate column

vectors and matrices, respectively; the superscripts (·)H , (·)T ,

(·)∗, (·)−1, (·)† stand for the conjugate-transpose, transpose,

conjugate, inverse, pseudo-inverse of a matrix, respectively;

[A]ij is the (i, j)th entry of A; Diag{a} denotes a diagonal

matrix with the diagonal element constructed from a, while

Diag{A} denotes a vector whose elements are extracted

from the diagonal components of A; A(:, i)i∈C denotes the

submatrix of A that consists of the ith column of A for all

i ∈ C; R{A} denotes the real part of A; S{A} denotes the

Imaginary part of A; ġ(x) and g̈(x) denote the first order

derivative and the second order derivative of x; E{·} denotes

the statistical expectation, and ‖h‖2 is the Euclidean norm of

h.

II. SYSTEM MODEL

We consider a multiuser mmWave massive MIMO system,

where one BS with a hybrid structure simultaneously serve K
single antenna users in a small region, as shown in Fig. 1.

The BS is composed of M antennas in the form of uniform
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Fig. 1. Simplified hybrid mmWave NOMA system.

linear array (ULA) and has MRF RF chains. We denote

the displacement between the adjacent antennas in BS as d.

Moreover, the BS applies a complex valued based-band digital

beamformer FBB ∈ CMRF×MRF , followed by an analog

beamformer FRF ∈ CM×MRF .

A. Downlink Transmission Model

When K > MRF , the signal from different users cannot be

separated by linear operation in traditional hybrid mmWave

communication systems. Nevertheless, we here use NOMA

technology to allow all users to transmit simultaneously.

Denote Sm, m = 1, 2, · · · ,MRF as the set of users sched-

uled on the mth beam to perform NOMA, and ∪MRF

m=1Sm =
{1, 2, · · · ,K}. We also assume that each user is served by a

single beam, namely, Sm ∩ Sn = ∅,m 6= n. Hence, user um
k

represents the kth user in the mth beam. For simplicity, the

mth beamofrming vector after digital and analog beamforming

is denoted as wm = [FRFFBB]:,m.

During downlink transmission, the received signal of um
k

can be expressed as

ymk =hm
k

H
MRF∑

i=1

|Si|∑

j=1

wi
√
pj,isj,i + nk

=hm
k

H
wm

√
pk,msk,m

︸ ︷︷ ︸

Desired signal

+hm
k

H
wm

|Sm|
∑

j 6=k

√
pj,msj,m

︸ ︷︷ ︸

Intra-beam interferences

+ hm
k

H
MRF∑

i6=m

|Si|∑

j=1

wi
√
pj,isj,i

︸ ︷︷ ︸

Inter-beam interference

+nm
k , (1)

where hm
k means the M×1 channel vector between the BS and

um
k , pj,i and sj,i represent the transmit power and downlink

signal for ui
j , nm

k ∼ CN (0, σ2
n) is additive white Gaussian

noise (AWGN) for um
k , and σ2

n is the unit noise covariance.

Based on (1), the signal-to-interference-plus-noise ratio

(SINR) of um
k can be expressed as

SINRm
k =

‖hm
k

H
wm‖2pk,m
ξ + σ2

n

, (2)

where ξ = ‖hm
k

Hwm‖2 ∑|Sm|
j 6=k pj,m +

‖hm
k

H ∑MRF

i6=m wi‖2
∑|Si|

j=1 pj,i. Therefore, the achievable
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rate of um
k is given by

Rm
k = log2(1 + SINRm

k ), (3)

and the overall downlink rate of the mmWave NOMA system

is

R =

MRF∑

i=1

|Si|∑

j=1

Ri
j =

MRF∑

i=1

|Si|∑

j=1

log2(1 + SINRi
j). (4)

B. Channel Model

In mmWave communications, due to the high free space

path loss, the number of dominant paths is very limited [31]–

[33]. We use the Saleh-Valenzuela (SV) model to represent

the channel, which can show the spatial correlation and sparse

characteristics of mmWave communication system [34]–[36],

as

hm
k = am1,ka1,k(θ

m
1,k)

︸ ︷︷ ︸

LOS path

+

L∑

l=2

aml,kal,k(θ
m
l,k)

︸ ︷︷ ︸

NOLS paths

, (5)

where L denotes the number of propagation paths, aml,k is the

complex path gain of the lth channel path of um
k . Moreover,

al,k(θ
m
l,k) is the steering vector of the lth path of um

k , defined

as

al,k(θ
m
l,k) =

1√
M

[1, ej2πdf sin θm
l,k , · · · , ej2πdf(M−1) sin θm

l,k ]T ,

(6)

where f is the carrier frequency, θml,k ∈ [−π
2 ,

π
2 ) is the DOA of

the lth path of um
k . Note that l = 1 represents the line of sight

(LOS) component, and 2 ≤ l ≤ L is the L − 1 non-line of

sight (NLOS) components. Defining ωm
l,k = sin θml,k ∈ [−1, 1),

the steering vector al,k(θ
m
l,k) can be equivalently expressed as

al,k(ω
m
l,k) =

1√
M

[1, ej2πdfω
m
l,k , · · · , ej2πdf(M−1)ωm

l,k ]T . (7)

III. INDEX DETECTION-BASED CHANNEL ESTIMATION

ALGORITHM

For time division duplexing (TDD) systems, downlink CSI

could be obtained via the uplink channel estimation due to

reciprocity. Thus, we focus on the uplink channel estimation

to present the basic principle of the proposed IDCEA. During

the uplink training stage, the received signal at the BS from

um
k can be expressed as

Ym
k

,ul = FH
BBF

H
RF

L∑

l=1

aml,kal,k(θ
m
l,k)(x

m
k )T +Nm

k , (8)

where xm
k = [x1, x2, · · · , xτ ]

T represents the training se-

quence of um
k , τ ≥ K is the length of training sequences,

and Nk ∼ CN (0, σ2
nI) is the AWGN noise matrix.

The BS does not have any prior knowledge before the

channel is obtained, so the received signals from K users

are inseparable from each other. Therefore, we must use or-

thogonal pilot sequences to distinguish different users. Define

X = [x1
1, · · · ,x1

|S1|
, · · ·xMRF

1 , · · · ,xMRF

|SMRF
|]
T as the orthog-

onal training matrix, satisfied ‖xm
k ‖2 = 1 and (xn

l )
T
xm
k =

0, l 6= k or n 6= m. Similar to (8), the received signal matrix

Yul at the BS can be expressed as

Yul =FH
BBF

H
RF

MRF∑

m=1

|Sm|
∑

k=1

L∑

l=1

aml,kal,k(ω
m
l,k)(x

m
k )

T
+N

=FH
BBF

H
RFHX+N, (9)

where H = [h1
1, · · · ,h1

|S1|
, · · ·hMRF

1 , · · · ,hMRF

|SMRF
|], and

N =
∑MRF

m=1

∑|Sm|
k=1 Nm

k is the sum noise of K users.

To estimate the channel of each user, we need to separate

the received signal from each user first. Since the training

sequences of different users are orthogonal, we can obtain the

initial channel estimate

h̄m
k =((FRFFBB)(FRFFBB)

H)−1(FRFFBB)Y
ulxm

k

=HXxm
k + Ñ = hm

k + ñm
k

=

L∑

l=1

aml,kal,k(ω
m
l,k) + ñm

k . (10)

where

ñm
k = ((FRFFBB)(FRFFBB)

H)−1(FRFFBB)Nxm
k . (11)

During the data transmission after uplink training stage, BS

and users may not change their physical location in a short

period of time, thus the DOA component of the channel can

be assumed unchanged over several or even dozens of channel

coherence times. When the channel needs to be updated, the

BS only needs to re-estimate the remaining channel gain

components [37]–[39]. Therefore, after obtaining the initial

channel estimation, the next step is to extract the DOAs

{θmk }Ll=1 for each user.

Due to the sparse characteristics of the mmWave channel,

the number of paths L is much less than the number of BS

antennas M . Thus, we can treat (10) as the sparse DOA

estimation problem, which can be formulated as the following

convex optimization problem

q̂m
k =argmin

q
m
k

1

2
‖A(ϑ)qm

k − h̄m
k ‖2 + λ‖qm

k ‖1

=argmin
q
m
k

1

2
‖qm

k −AH(ϑ)h̄m
k ‖2 + λ‖qm

k ‖1, (12)

where qm
k is a vector consisting of different aml,k, λ ∈ R+ is

the regularization parameter determining the sparsity, namely,

the number of non-zero elements in the estimated vector q̂m
k ,

A(ϑ) denotes the M ×N complete dictionary matrix which

is obtained by sampling the field-of-view angular directions

ϑ = [ϑ1, ϑ2, · · · , ϑN ]T :

A(ϑ) =
1√
M

[a(ϑ1), a(ϑ2), · · · , a(ϑN )]

=
1√
N








1 · · · 1
ej2πdfϑ1 · · · ej2πdfϑN

...
. . . · · ·

ej2πdf(M−1)ϑ1 · · · ej2πdf(M−1)ϑN







, (13)

where N > M . Note that the whole field-of-view range is

[−1, 1), and are divided into N parts uniformly. Given a

sparse estimate q̂m
k , the DOA estimation problem reduces to
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the identification of the support set, i.e., the indices of the

non-zero elements in q̂m
k . Thus, the relationship between ϑn

and the corresponding index qn can be expressed as

ϑn =
2(qn − 1)

N
− 1, n = 1, 2, · · · , N. (14)

Now we focus on some properties of AH(ϑ)h̄m
k =

AH(ϑ)hm
k + AH(ϑ)ñm

k in (12). In order to better illustrate

the property of AH(ϑ)hm
k , we first consider the case that the

channel of um
k only have one path, i.e., hm

k = am1,ka1,k(ω
m
1,k).

Define h̃m
k = AH(ϑ)hm

k and the qth element of h̃m
k can be

computed as

[h̃m
k ]q =AH(ϑ)hm

k =
1

N

N−1∑

n=0

am1,ke
−j2πdf(n−1)(ϑq−ωm

1,k)

=am1,ke
−j N−1

2
2πdf(ϑq−ωm

1,k) ·
sin[Nπdf(ϑq − ωm

1,k)]

N sin[πdf(ϑq − ωm
1,k)]

.

(15)

When N tends to infinity, the elements of h̃m
k can be obtained

as

[h̃m
k ]q =

{
aml,k if ϑq = ωm

1,k

0 otherwise.
(16)

It is shown that h̃m
k only has one non-zero element in the

index q, while other elements are all zero. In other words, all

power of h̃m
k is concentrated on the index q. Thus, the channel

can be equivalent recovered by

hm
k = [A(ϑ)]:,q[h̃

m
k ]q = a(ϑq)[h̃

m
k ]q. (17)

In practice, the N is large but not infinite. Note that

there only have N on-grid angle in the whole angle range.

Under this circumstances, there can be two cases: 1) ωm
1,k =

ϑq, q ∈ {1, 2, · · · , N}, namely, sin θm1,k is equal to one on-

grid angle ϑq exactly. In this special case, the elements

distribution of h̃m
k also shown in (16), and all power of

h̃m
k is concentrated on a separated single index q; 2) In

more general case, ωm
1,k 6= ϑq, q ∈ {1, 2, · · · , N}, namely,

sin θm1,k does not match any on-grid angle ϑq . From (15),

we obtain that all the elements of h̃m
k are non-zero, i.e.,

[h̃m
k ]q 6= 0, q ∈ {1, 2, · · · , N}. Nevertheless, we can find the

element containing the maximum power from h̃m
k , which is

q̂mk =arg max
q∈{1,2,··· ,N}

‖[h̃m
k ]q‖2

=arg min
q∈{1,2,··· ,N}

|ϑq − ωm
1,k|. (18)

Based on (18), we learn that the larger |ϑq −ωm
1,k| is, the less

the power [h̃m
k ]q is. Therefore, the power of h̃m

k will leak from

the central point qmk to its nearby elements, where qmk can be

obtained by (18). The element that contains the largest power

of AH(ϑ)h̄m
k can be obtained from

qm1,k = arg max
qm
1,k

∈{1,2,··· ,M}
|[AH(ϑ)h̄m

k ]qm
1,k

|2. (19)

Thus, the coarsely estimated DOA can be obtained from

θ̂m1,k = arcsinωm
1,k = arcsin

(
2(q̂m1,k − 1)

M
− 1

)

, (20)

and the coarsely estimated path gain is given by

âm1,k =
aH(ϑqm

1,k
)h̄m

k

‖aH(ϑqm
1,k

)‖2 . (21)

After obtain the coarsely estimated DOA, our goal is to find

the more accurate group of channel component (am1,k, ω
m
1,k)

that satisfy

(âm1,k, ω̂
m
1,k) = arg min

(am
1,k

,ωm
1,k

)
‖h̄m

k − am1,ka1,k(ω
m
1,k)‖2

=arg max
(am

1,k
,ωm

1,k
)
|am1,k|22R{am1,k(̄h

m

k )
H
a1,k(ω

m
1,k)

− ‖a1,k(ωm
1,k)‖2}

=arg max
(am

1,k
,ωm

1,k
)
x(am1,k, ω

m
1,k), (22)

where x(am1,k, ω
m
1,k) = |am1,k|22R{am1,k(h̄m

k )Ha1,k(ω
m
1,k) −

‖a1,k(ωm
1,k)‖2 denotes the cost function of (am1,k, ω

m
1,k).

Since ωm
1,k ∈ [−1, 1) is a monotonically increasing function,

we can use the following equation to refine the coarsely

estimated ω̂m
1,k, which is shown as (23).

Note that we only carry the refinement function (23) if and

only if ẍ(âm1,k, ω̂
m
1,k) < 0, namely, the function (22) is locally

concave in the range of |ϑqm
1,k

−ωm
1,k| < 1

2N . After refine ω̂m
1,k

′,

the estimated DOA θ̂m1,k
′ is obtained by θ̂m1,k

′ = arcsin(ω̂m
1,k

′),
and the path gain is also updated from (21).

Remark 1. The authors in [9] introduced a simple effective

angle rotation based DOA estimation method for a massive

ULA through DFT and then searches for accurate estimates

within a very small region. However, the accuracy of angle

rotation based estimation depends on the searching grid and it

is not possible to obtain the true angle with a limited searching

grid. Therefore, we propose a novel DOA estimation method

(23) that can eliminate the impact of the resolution of search

grid.

In multiple paths case, we assume the channel of kth user in

the mth beam has L paths, i.e., hm
k =

∑L
l=1 a

m
l,kal,k(ω

m
l,k) =

∑L
l=1 h

m
l,k, where hm

l,k is the lth channel component of channel

hm
k . Then we have

(AH(ϑ)hm
i,k)

HAH(ϑ)hm
j,k

=hm
i,k

H
A(ϑ)AH (ϑ)hm

j,k

=ami,ka
m
j,ka

H(ωm
i,k)a(ω

m
j,k)

=ami,ka
m
j,ke

−j M−1

2
2πdf(ωm

i,k−ωm
j,k) ·

sin[Mπdf(ωm
i,k − ωm

j,k)]

M sin[πdf(ωm
i,k − ωm

j,k)]
.

(24)

Based on (24), we can get

0 ≤

lim
M→∞

ami,ka
m
j,ke

−j M−1

2
2πdf(ωm

i,k−ωm
j,k) sin[Mπdf(ωm

i,k − ωm
j,k)]

M sin[πdf(ωm
i,k − ωm

j,k)]

≤
∣
∣
∣
∣
∣

ami,ka
m
j,ke

−j M−1

2
2πdf(ωm

i,k−ωm
j,k)

M sinπMdf(ωm
i,k − ωm

j,k)

∣
∣
∣
∣
∣
= 0. (25)

Note that the different path components of um
k channel can

be treated as approximately orthogonal when the number of
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ω̂m
1,k

′ =ω̂m
1,k −

ẋ(âm1,k, ω̂)

ẍ(âm1,k, ω̂)
= ω̂m

1,k −
2R

{

(am1,k(h̄
m
k )H − |am1,k|2aH(ω))(∂a(ω)/∂ω)

}

2R
{

(am1,k(h̄
m
k )H − |am1,k|2aH(ω))(∂2a(ω)/∂ω2)

}

− |am1,k|2‖∂a(ω)/∂ω‖2
. (23)

antennas in BS is large. Therefore, we can use the iterative

IDCEA to obtain the independent channel parameters θml,k
and aml,k for l = 1, 2, · · · , L, k = 1, 2, · · · ,K . The basic

principles of IDCEA are as follows: The DOA and path gain

of the strongest channel component can be estimated firstly.

After that, the estimated strongest channel component can

be removed from the total channel and then the DOA and

path gain of the second strongest channel component can be

estimated. After the Lth iteration, the DOAs and paths gains

for all L channel components have been estimated.

In the proposed IDCEA, after a group parameters of channel

component (âmi−1,k, ω̂
m
i−1,k) is estimated in the (i − 1)th

iteration, we should remove the corresponding component

from h̄k. Namely, in the ith iteration, the residual received

signal is given by

h̄m
k (i) = h̄m

k −
i−1∑

l=1

âml,kâl,k(ω̂
m
l,k), (26)

where {(âml,k, ω̂m
l,k)}i−1

l=1 are the estimated parameters in the

previous (i− 1) iterations.

In practice mmWave communication system, the BS does

not know the number of propagation paths. Thus, we need to

set a threshold to stop the iteration. One feasible method is to

check the power of the residual h̄m
k (i). If the residual power

is less than the total noise power, i.e.,

‖h̄m
k (i)‖2 < κ = E{‖ñm

k ‖2} = Mσ2
n, (27)

the estimated algorithm will be stopped and the estimated

number of paths L̂ is equal to the iteration times i. After

DOAs of all paths have been detected from (23), we can use

the classical least square (LS) algorithm to re-estimate the path

gains of channel. From (10), we have

h̄m
k =

L∑

l=1

aml,kal,k(ω
m
l,k) + ñm

k = Am
k gm

k + ñm
k , (28)

where Am
k = [a1,k(ω

m
1,k), a2,k(ω

m
2,k), · · · , aL,k(ω

m
L,k)], and

gm
k = [am1,k, a

m
2,k, · · · , amL,k]

T . Note that the steering matrix

Am
k are known at the BS after completing the DOA estimate.

Then the BS can refine the channel gains as

ĝm
k = Am

k
†
h̄m
k +Am

k
†
ñm
k . (29)

With the DOA information from (23) and the channel gains

information from (29), we can obtain the uplink channel

estimation for all users as

ĥm
k =

L∑

l=1

âml,kâl,k(θ
m
l,k). (30)

Based on the discussion so far, the proposed IDCEA can

be summarized in Algorithm 1. Note that we use the iteration

method instead of directly estimating the channel hk since the

power of each index will be influenced by all path components.

Thus we cannot find the L indices directly at the same time

which contain L largest powers. Especially when L is large

and the DOAs of all paths are very close. Using the iterative

procedure, we can obtain the largest power index in each

iteration and remove it for the next path component estimation.

Algorithm 1 Index detection-based channel estimation algo-

rithm

Input: Received vector: Yul in (9); Digital beamforming

matrix: FBB; Analog beamforming matrix: FRF ; Training

sequence: xm
k ; Stoping threshold: κ;

1. Initialization: i = 1; h̄m
k (i) = h̄k from (10);

2. Detect the index qmi,k of AH(ϑ)h̄m
k (i),

which contain the largest power, as qmi,k =

argmaxqm
i,k

∈{1,2,··· ,M} ‖[AH(ϑ)h̄m
k (i)]qm

i,k
‖2;

3. Calculate the coarsely estimated ωm
i,k =

2(qmi,k−1)

M − 1,

and the coarsely estimated path gain according to (21);

4. Refine (ami,k, ω
m
i,k) from (23) and (21);

5. Remove the influence of the estimated path component

and update h̄m
k (i+1) as h̄m

k (i+1) = h̄m
k −∑i

l=1 â
m
l,kâl,k(θ̂

m
l,k),

6. If the residual power ‖h̄m
k (i+1)‖2 > κ, update i = i+1

and go back to Step 2.

7. Update all path gains according to (29).

Output: Estimated channel ĥm
k of um

k from (30).

IV. TRANSMISSION STRATEGY IN MMWAVE NOMA

SYSTEMS

A. Hybrid Beamforming Design

The traditional linear zero-forcing (ZF) beamforming can be

applied to do the classical hybrid mmWave massive MIMO

systems, where each beam only serve one user at the same

time-frequency resource such that there does not exist the

inter-beam interference. However, in the considered mmWave

NOMA system, the number of users is larger than the number

of beams that provided by limited RF chains. In this scenario,

the ZF beamforming cannot be used directly due to the pseudo-

inverse of the matrix of size MRF ×K does not exist.

To address this problem, we use a representative channel for

each beam to design the analog and digital precoding matrices.

Note that the channel of users with similar DOA information

are highly correlated. In other words, the directions of all chan-

nel vectors of different users in the same beam are considered

the same. We assume that ‖hm
1 ‖2 ≥ ‖hm

2 ‖2 ≥ · · · , ‖hm
|Sm|‖2,

for m = 1, 2, · · · ,MRF . Therefore, we use the channel vector

which has the largest channel power as the representative

channel vector in each beam. Then, the representative channel

matrix can be given by H̄ = [h1
1,h

2
1, · · · ,hMRF

1 ].
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SINRm
i→k =

‖hm
k

H
wm‖2pk,m

‖hm
k

Hwm‖2∑|Sm|
j>k pj,m + ‖hm

k
H ∑MRF

l 6=m wl‖2
∑|Sl|

j=1 pj,l + σ2
n

, (35)

SINRm
i→i =

‖hm
i

Hwm‖2pi,m
‖hm

i
Hwm‖2 ∑|Sm|

j>i pj,m + ‖hm
i

H ∑MRF

l 6=m wl‖2
∑|Sl|

j=1 pj,l + σ2
n

. (36)

From the previous discussion, the analog precoding matrix

can be immediately obtained as

FRF = A(ϑ)(:, i)i∈C , (31)

where the set C = {q11 , q21 , · · · , qMRF

1 } is the index set of all

beams, and qm1 is the index of h̄m
1 that contains the maximum

power. Each column of FRF represents the selected spatial

support of the representative channel. Note that BS can only

separate the whole spatial space into M beams, and each RF

chain corresponds to a single beam.

Similar to the conventional digital precoding problem, FBB

can be generated via the ZF precoding by

FBB = (H̄HFRF )
† = (H̄HFRF )((H̄

HFRF )
H(H̄HFRF ))

−1.
(32)

Hence, the equivalent precoding matrix can be obtained by

W =[w′
1,w

′
2, · · · ,w′

MRF
]

=A(ϑ)(:, i)i∈C(H̄
HFRF )((H̄

HFRF )
H(H̄HFRF ))

−1.
(33)

The equivalent precoding vector of the mth beam can be

normalized as

wm =
w′

m

‖w′
m‖2 . (34)

It is worth noting that different beams are mutually orthogonal,

namely, wH
mwn = 0.

After obtaining the equivalent precoding vectors, the task is

to use the SIC to optimize user grouping and power allocation

in the mmWave NOMA systems, which will be discussed

next.

B. Problem Formulation

Since each beam serves multiple users in the mmWave

NOMA systems, each user in the same beam should perform

SIC in a successive order to remove the intra-beam interfer-

ence. The SINR of um
k after decode um

i can be written as

(35), while the SINR of user i can be written as (36). In

order to guarantee the success of SIC, we need to ensure

SINRm
i→k ≥ SINRm

i→i. Without loss of generality, we assume

that ‖hm
1 wm‖2,≥ ‖hm

2 wm‖2 ≥ · · · ,≥ ‖hm
|Sm|wm‖2 for

m = 1, 2, · · · ,MRF . Therefore, for any two users i < k in

the mth beam, user k can detect the ith user and then remove

the detected signal from its received signal.

In the considered mmWave NOMA system, the BS needs

to maximize the sum data rates while guaranteeing the total

power constraint and the quality of Service (QOS) constraints

for each user. To this end, the BS needs to optimally de-

sign the user scheduling scheme and the power allocation

coefficients, i.e., Sm and pk,m for m = {1, 2, · · · ,MRF },

k = {1, 2, · · · , |Sm|}. Therefore, the optimization problem

can be formulated as

max
S,ρ

MRF∑

m=1

Sm∑

k=1

Rm
k→k (37)

s. t. pk,m ≥ 0,

MRF∑

m=1

Sm∑

k=1

pk,m ≤ P, (38)

MRF∑

m=1

|Sm| = K, Si ∩ Sj = ∅, (39)

SINRm
k→k ≥ SINRmin, (40)

where S = {S1,S2, · · · ,SMRF
} represents the optimal user

scheduling, ρ = {pk,m},m = {1, 2, · · · ,MRF }, and k =
{1, 2, · · · , |Sm|} are the optimal power allocation coefficients.

The constraint (38) indicates that the power of each user must

be positive and satisfy total transmit power constraint P ; (39)

is the user scheduling constraint that each user could only be

served by one beam, and all users are served simultaneously;

(40) is the QOS constraint that the SINR of each user should

be larger than the minimum SINR.

Note that problem (37) is an NP hard problem, which is

difficult to solve directly. Then, we decompose the original

optimization problem into two-step optimization which sep-

arately consider user scheduling and power allocation. The

former can be solved by a many-to-one MTBUSA while the

latter can be solved by an iterative optimization algorithm.

C. Matching Theory Based User Scheduling Algorithm

For the user scheduling sub-problem, the power allocation

coefficients are assumed to be fixed in each beam. Thus, the

optimal sub-problem of user scheduling can be formulated as

max
S

MRF∑

m=1

Sm∑

k=1

Rm
k→k (41)

s. t.

MRF∑

m=1

|Sm| = K, Si ∩ Sj = ∅. (42)

Note that the formulated sub-problem is also non-convex due

to the existence of the interference term in the objective

function. A viable way is to perform an exhaustively search.

However, the complexity of the exhaustive search method

increases exponentially with the number of users and the

number of beams, which is impractical.
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Fortunately, the beams and users can be treated as two

sets of independent players and interact with each other to

maximize the sum rate, because each user is only served by

one beam and all users must be served simultaneously by

all beams. Hence, user scheduling can be considered as a

two-sided many-to-one matching process between the sets of

users and the sets of beams. It is well known that matching

theory provides mathematically low-complexity and tractable

solutions for the combinatorial problem of matching players

in two distinct sets [41]–[43]. Next, we formulate the user

scheduling sub-problem as a many-to-one matching problem

and propose a novel MTBUSA.

Let us first define some notations for the matching model

between the set of users and the set of beams.

Definition 1. Define a function f(k) from the set of users S to

the set of beams M by f(k) = m and a function f−1(m) from

the set of beams M to the set of users S by f−1(m) = Sm in

the many-to-one matching model. Then we have: 1) |f(k)| =
1, ∀k ∈ S; 2) f(k) = m, k ∈ Sm, for ∀m ∈ M, where |Sm| is

a positive quota which indicates the number of users that can

be matched with the mth beam; 3) |f−1(m)| = |Sm| ≥ 1, i.e.,

beam can support multiple users at the same time-frequency

resources; 4) If m = f(k), then we have k ∈ f−1(m).

From (41), the goal of user scheduling is to maximize the

overall achievable rate. So we treat the achievable sum rate as

the preference value for users and beams. Thus, the preference

value of the kth user in the mth beam (k,m) can be obtained

from (3) and (36), while the preference value of the mth beam

can be expressed as

Rm =
∑

k∈Sm

Rm
k→k. (43)

Due to the achievable rate of each user is affected by the

inter-beam interference and the intra-beam interference, the

preference value of users not only depends on the beam that it

matches with and the set of users that are matched to the same

beam, but also depends on the set of users that are matched

to the other beams. Similarly, the preference value of beams

both depends on the users that it serve and the users that the

other beams support. Therefore, the proposed matching model

exists peer effects, where each user has a dynamic preference

list over the opposite set of users. Note that this is different

from the conventional matching model in which users have

fixed preference lists.

Define (k,m) as a matching state between the user k and

the beam m, and the relationship among the preference value

for the kth user in any beams under different matching states

as

(k, f(k)) ≻k (k, f ′(k)) ⇔ Rm
k→k > Rm′

k→k, (44)

where f(k) = m represents the user k matching the beam m,

f ′(k) = m′ represents the user k matching the beam m′, and

≻k denotes the preference value ordering of users. It is worth

noting that if user k can achieve a higher data rate on beam

m than beam m′, then user k prefers beam m to beam m′.

Similarly, the relationship of the preference value for the

beam m under different matching states can be expressed as

(f−1(m),m) ≻m (f ′−1(m),m)

⇔
∑

k∈Sm

Rm
k→k >

∑

k∈S′
m

Rm
k→k, (45)

where f−1(m) = Sm and f−1(m′) = S ′
m are two matching

set of users, and ≻m denotes the preference value ordering of

beams. It is worth noting that if beam m can achieve a higher

data rate from the set of users Sm, then the beam m prefers

the set of users Sm to the set of users S ′
m.

To better describe the exchange stability, we first define the

concept of matching swap between user k and k′ as follows:

Ωk′

k = {Ω/{(k,m), (k′,m′)} ∪ {(k,m′), (k′,m)}}, (46)

where Ω represents the matching pair of users and beams, and

(k,m) means user k matches beam m. Note that user k and

user k′ switch beams while keeping other users and beams

matching unchanged. Furthermore, based on the concept of

matching swap, the conditions for the swap are defined in the

following.

Definition 2. If the matching pair satisfies the following

condition:

1) Rm′

k→k ≥ Rm
k→k and Rm

k′→k′ ≥ Rm′

k′→k′ ;

2)
∑

x∈Sm/{k}∪{k′} R
m
x→x >

∑

x∈Sm
Rm

x→x and
∑

x∈Sm′/{k′}∪{k} R
m′

x→x >
∑

x∈Sm′
Rm′

x→x;

then the matching swap between user k and user k′ can be

approved and (k, k′) is defined as a swap pair.

The two conditions of the above definition imply that the

achievable data rate of any user should not be decreased after

the swap operation between the swap pair (k, k′). Moreover,

the achievable data rate of beams are also increased after the

swap operation. Therefore, these two conditions can avoid

cyclical swap operation between different matching states

where the preference value of all other users are indifferent. It

is worth noting that the sum rate of the system will increases

after each swap operation is completed.

The total number of candidate swap pairs is closely related

to the number of users and the number of beams. Every

two users matching different beams can be arranged as a

candidate swap pair. The BS will check all swap pairs whether

they satisfy the swap conditions by exchanging their matched

beams. After a series of swap operations, the states will be

stable and there will not exist a feasible swap pair. In this

stable state, the user and beam matching scheme is the user

scheduling solution that we are searching for.

Next we propose a MTBUSA between users and beams

based on multiple swap operations. The details of the propos-

ing algorithm are shown in Algorithm 2. The input of the

MTBUSA is the initial user scheduling state, which will be

shown in Algorithm 3. The main process of the proposed

algorithm is the swap operation between different users, where

each user searches for all other users that match different

beams to determine whether there exist an operational swap

pair. The final matching state will output until all swap

operation done and there are no swap pairs.
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Algorithm 2 Matching theory based user scheduling algorithm

Input: Initial user scheduling state: Ω, Ω′ = Ω
Output: Final optimal user scheduling state: Ω′.

Swap Operations:

1 Repeat

2. For ∀k ∈ K
3. For ∀k′ do not match the same beam with user k, i.e.,

∀k′ ∈ S/Sm, where k ∈ Sm

4. If (k, k′) is a swap pair

5. Ω′ = {Ω′/{(k,m), (k′,m′)} ∪ {(k,m′), (k′,m)}},

where m′ = f(k′).
6. End If

7. End For

8. End For

9. Until no swap pairs in the current matching state Ω′.

Note that the complexity of the proposed MTBUSA mainly

lies in the times of swap operation. If the initial user schedul-

ing state can already reach a high achievable sum rate,

then it will need less swap operations to achieve the stable

status. Therefore, we can design a heuristic initialization user

scheduling algorithm to reduce the complexity of MTBUSA,

which can provide a good initial matching state.

Since all users are randomly distributed within a small

region, more than one users could have the same or adjacent

DOAs. We here provide a greedy initial user scheduling

algorithm based on the index set C of the selected beams.

Without loss of generality, each selected beam has a one-to-

one correspondence with a specific angle and this particular

correspondence can be obtained from (20). For each user, we

need to find the matching beam that maximizes the achievable

rate. From (15), it is worth pointing out that the equivalent

channel gain after hybrid precoding is inversely proportional

to |ϑq − ωk|. Thus, the user k should match beam m if

m = arg min
qm∈C

|ϑqm − ωk|. (47)

The detailed steps of initial user scheduling can be found in

Algorithm 3.

Algorithm 3 Initial user scheduling algorithm

Input: DOA information for each user θ1, θ2, · · · , θK , the

index set C of the selected beams

Output: Initial user scheduling state: Ω.

1 Initialize S = {S1,S2, · · · ,SMRF
}, Sm = ∅, for

m = 1, 2, · · · ,MRF .

2. For ∀k ∈ K
3. Calculate the optimal matched beam from

m = argminqm∈C |ϑqm − ωk|.
4. Update the set of users of beam m as Sm = Sm ∪ {k}.

5. End For

D. Power Allocation

In this subsection, we solve the sub-problem of power

allocation for a given user scheduling scheme. By substituting

(36) into (40), the power allocation problem can be formulated

as

max
ρ

MRF∑

m=1

Sm∑

k=1

Rm
k→k (48)

s. t. pk,m ≥ 0,

MRF∑

m=1

Sm∑

k=1

pk,m ≤ P,

‖hm
k

H
wm‖2pk,m − SINRmin‖hm

k
H
wm‖2

|Sm|
∑

j>k

pj,m

− SINRmin‖hm
k

H
MRF∑

l 6=m

wl‖2
|Sl|∑

j=1

pj,l ≥ σ2
nSINRmin.

Since the achievable sum rate is affected by the inter-

beam interference and the intra-beam interference, the power

allocation problem is non convex. Therefore, it is rather

difficult to obtain the closed-form of the global optimal power

assignment with affordable complexity.

Then, we replace the objective function with an equivalent

formula, as

Rm
k→k = log(1 + SINRm

k→k) = − log(1 + SINRm
k→k)

−1.
(49)

According to the extension of the Sherman-Morrison-

Woodbury formula [44]

(A+BCD)−1 = A−1 −A−1B(I+CDA−1B)−1CDA−1,
(50)

we have equition (51).

Define a convex function g(x) = 1
ln 2 − x

x0 ln 2 + log2 x,

where x > 0 and x0 is the minimum value of x. Then we

have argmaxx>0 g(x) = − log2 x
−1
0 . Therefore, we can define

a new variable ck.m > 0, and rewrite (49) as

Rm
k→k = argmax

ci,m>0

1

ln 2
− ck,m

(1 + SINRm
k→k) ln 2

+ log2 ck,m.

(52)

Substituting (52) into (48), the objective function for the power

allocation problem can be transformed into

max
ρ

MRF∑

m=1

Sm∑

k=1

argmax
ci,m>0

(
1

ln 2

− ck,m
(1 + SINRm

k→k) ln 2
+ log2 ck,m

)

(53)

s. t. pk,m ≥ 0,

MRF∑

m=1

Sm∑

k=1

pk,m ≤ P,

‖hm
k

H
wm‖2pk,m − SINRmin‖hm

k
H
wm‖2

|Sm|
∑

j>k

pj,m

− SINRmin‖hm
k

H
MRF∑

l 6=m

wl‖2
|Sl|∑

j=1

pj,l ≥ σ2
nSINRmin.

Then, we propose an iterative algorithm to solve the op-

timization problem (53). When we get the optimal power

allocation solution ρ(t) in the tth iteration, the corresponding
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(1+SINRm
k→k)

−1 = 1− ‖hm
k

H
wm‖2pk,m

‖hm
k

Hwm‖2pk,m + ‖hm
k

Hwm‖2∑|Sm|
j>k pj,m + ‖hm

k
H ∑MRF

l 6=m wl‖2
∑|Sl|

j=1 pj,l + σ2
n

. (51)

(1+SINRm
k→k)

−1,(t+1) = 1−
‖hm

k
Hwm‖2p(t)k,m

‖hm
k

Hwm‖2p(t)k,m + ‖hm
k

Hwm‖2∑|Sm|
j>k p

(t)
j,m + ‖hm

k
H ∑MRF

l 6=m wl‖2
∑|Sl|

j=1 p
(t)
j,l + σ2

n

. (54)

(1 + SINRm
k→k)

−1 in the (t+ 1)th iteration can be expressed

as (54).

Then the optimal c
(t+1)
k,m in the (t + 1)th iteration is given

by

c
(t+1)
k,m = (1 + SINRm

k→k)
(t+1). (55)

Thus, we can rewrite the equivalent objective function in (53),

as

min
ρ

MRF∑

m=1

Sm∑

k=1

c
(t+1)
k,m (1 + SINRm

k→k)
−1,(t+1) (56)

s. t. pk,m ≥ 0,

MRF∑

m=1

Sm∑

k=1

pk,m ≤ P,

‖hm
k

H
wm‖2pk,m − SINRmin‖hm

k
H
wm‖2

|Sm|
∑

j>k

pj,m

− SINRmin‖hm
k

H
MRF∑

l 6=m

wl‖2
|Sl|∑

j=1

pj,l ≥ σ2
nSINRmin.

It is worth noting that problem (56) is convex and it can be

solved by a standard convex tool such as CVX [45], [46].

Since (52) and (56) are convex, the obtained c
(t+1)
k,m , p

(t+1)
k,m

are the optimal solutions in the (t+ 1)th iteration. Therefore,

with the constraint of the maximum transmitted power P , the

iteratively updating of ck,m and pk,m will increase or maintain

the value of the objective function stable. Thus, we will get a

monotonically non-decreasing sequence of the objective value

with an upper bound, which can be the global maximum

achievable sum rate. As a result, the proposed iterative op-

timization algorithm for power allocation will converge to a

stationary solution to the problem (53).

E. Joint User Scheduling and Power Allocation

Based on the original optimization problem (37), the sum

rate are jointly influenced by user scheduling scheme and

power allocation coefficients. Therefore, we propose two

approaches that jointly consider user scheduling and power

allocation to solve (37).

In the first approach, the power allocation coefficient is

updated after each swap operation in MTBUSA. The com-

putational complexity of this method is extremely high due to

the need of iterative power allocation increases exponentially

with the number of swap operations. However, the advantage

of this algorithm is that the timely updated power allocation

coefficient can achieve a maximum sum rate after each swap

operation.
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Fig. 2. Comparison of MSE performances of the initial estimation, angle
rotation based estimation, the proposed estimation, ML estimation and CRB.

Due to the high complexity of the first approach, we then

propose a low-complexity approach in which we first solve

the user scheduling problem based on a fixed initial power

allocation coefficients. After completing user scheduling, the

BS allocates power coefficients using the proposed power

allocation algorithm. In this low-complexity way, the power

allocation only needs to be executed once. Since the MTBUSA

is not sensitive to power, this low complexity algorithm would

not cause a essential loss to the overall system performance.

V. SIMULATION RESULTS

In this section, we show the effectiveness of the proposed

algorithms through numerical examples. Specifically, we con-

sider a typical TDD mmWave massive MIMO system, where

the ULA at the BS has M = 128 antennas of d = λ/2 and

MRF = 16 RF chains to communicate with K = 40 single

antenna users. We use (5) to model the mmWave channels,

with the number of paths L = 3 (one LOS component

and two NLOS components). The DOAs of different users

are uniformly distributed in [−π
3 ,

π
3 ). The mmWave NOMA

system is assumed to operate at 30GHz carrier frequency.

In the first example, Fig. 2 plots the MSE performances of

DOA estimation as a function of SNR for initial estimation,

angle rotation based estimation [9], our proposed estimation

method, maximum likelihood (ML) theoretical bound and

Cramér-Rao bound (CRB) [47]. Specifically, the searching

grid size of angle rotation based estimation algorithm is π
5M .

It can be seen that our proposed DOA estimation method
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Fig. 3. The MSE performance comparison of the initial estimation, the
proposed DOA estimation, and CRB, with M = 64,M = 128, respectively.
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Fig. 4. The channel estimation MSE performances of the proposed method,
eigen-decomposition method, SBEM method, and the CS-based method.

outperforms the initial estimation and angle rotation based

estimation algorithms, but is slightly worse than ML estimator

and CRB. It is also seen from Fig. 2 that the initial estimation

remains constant in all SNR region since the Gaussian noise

will keep the same level after multiplying the dictionary

matrix in different SNRs. The angle rotation based estimation

algorithm meets an error floor with the increasing of SNR due

to the fixed resolution of searching operation.

Fig. 3 plots the MSE performances of DOA estimation as

a function of SNR for various ULA sizes. We assume that

the total transmit power for each BS antenna is constrained

as a constant. It is clearly seen from Fig. 3 that increasing

the number of BS antennas improves the DOA estimation

accuracy for all estimation algorithms due to the improved

spatial signatures accuracy. It is also seen from Fig. 3 that

the proposed DOA estimation method outperforms the initial

estimation in any SNR region and is slightly worse than the

corresponding CRB.

Fig. 4 compares the MSE performances of the proposed

channel estimation method, the CS-based method [8], spa-

tial basis expansion model (SBEM) method [27], the eigen-
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Fig. 5. Comparison of sum rate over different methods as a function of SNR.

decomposition based method [30]. It can be seen that the

eigen-decomposition based method performs the best MSE

performance since it takes full advantage of the channel

statistics and utilizes the exact eigen-direction to recover the

channel. Nevertheless, it is impractical to obtain accurate

channel covariance matrix. The proposed one is slightly worse

than the eigen-decomposition based method. It is important to

mention that the algorithms except eigen-decomposition based

method directly handle the instantaneous channel estimation.

Fig. 5 plots the downlink achievable sum rate over dif-

ferent methods, where the proposed hybrid precoding with

MTBUSA, the proposed hybrid precoding with initial user

scheduling, beamspace MIMO [8] and fully digital ZF pre-

coding with prefect CSI are displayed for comparison. To

make the comparison fair, the overall transmit power is set

as the same for all methods. It can be seen from Fig. 5 that

the proposed hybrid precoding is much better than beamspace

MIMO method. By utilizing the MTBUSA instead of the

initial user scheduling, we can achieve better performance,

especially in the high SNR region. It is worth pointing out

that the gap between the sum rate of fully digital ZF with

perfect CSI and the proposed MTBUSA grows larger as SNR

increases. The reason is that channel estimation replaces noise

as the main factor affecting sum rate.

Fig. 6 plots the downlink achievable sum rate over the

proposed method and other methods, as a function of the

number of BS antennas for SNR= 20dB. It can be seen

that with the increasing of the number of BS antennas, the

performances of all methods become better, especially when

the number of BS antennas is small. The sum rate achieved

by the proposed hybrid precoding and MTBUSA greatly

outperforms that of the beamspace MIMO method, but is

slightly worse than that of the fully digital ZF with perfect CSI.

Moreover, our results clearly demonstrate the effectiveness of

the proposed MTBUSA.

Fig. 7 illustrates the sum rate versus the SNR over different

user scheduling and power allocation methods. To validate the

effectiveness of the proposed MTBUSA and power allocation

algorithms, we compare the proposed MTBUSA with fixed

power scheme, the initial user scheduling with proposed power
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Fig. 6. Comparison of sum rate over different methods as a function of the
number of BS antennas.
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Fig. 7. Comparison of sum rate over different user scheduling and power
allocation methods as a function of SNR.

allocation, and the initial user scheduling with fix power

scheme. In fixed power scheme, we assume that each user

is assigned the same power. It can be seen from Fig. 7 that

the fixed power results in poor sum rate. Specifically, it is

worse than beamspace MIMO since the NOMA will fail when

users are allocated the same power. It can be observed that the

proposed MTBUSA can enhance the sum rate compared to the

initial user scheduling algorithm.

Fig. 8 illustrates the sum rate versus the total number

of users over different user scheduling and power allocation

methods where SNR is set as 10dB. We can see from Fig.

8 that with the increasing of the number of users, the per-

formance of beamspace MIMO becomes better first and then

deteriorates. The reason is that increased the total number

of users will raise the number of users served by the same

beam. As a result, the beamspace MIMO will suffer from

severe performance loss. Nevertheless, the proposed mmWave

NOMA transmission strategy can still have a better perfor-

mance while the number of users increases due to the use of

NOMA technology. It can also be seen from Fig. 8 that the

proposed MTBUSA and power allocation outperform other
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Fig. 8. Comparison of sum rate over different user scheduling and power
allocation methods as a function of the number of users.
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Fig. 9. Comparison of sum rate over different joint user scheduling and power
allocation methods versus different SNR.

methods.

Fig. 9 plots the sum rate versus the SNR over different

joint user scheduling and power allocation methods. It can be

observed that the fixed power allocation algorithm achieves

substantially lower performance than two proposed joint user

scheduling and power allocation algorithms. Besides, the two

proposed algorithms have similar sum rate. Therefore, when

considering the computational complexity, low-complexity

joint user scheduling and power allocation approach is more

applicable in practice.

VI. CONCLUSION

This paper investigated the problem of channel estimation,

hybrid precoding, user scheduling, and power allocation for

mmWave NOMA system with hybrid architecture. By utilizing

the special structural characteristics of mmWave channel, we

proposed a general iterative IDCEA both estimating DOA

and channel gain for each channel path. Then we proposed

an angle domain hybrid precoding scheme to reduce the

inter-beam interferences. With the objective of maximizing

the system achievable sum rate, a non-convex problem that
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jointly optimizes user scheduling and power allocation was

formulated with the interference constraints of different users.

To solve this non-convex problem, we decompose it into two

sub-problems, i.e., user scheduling and power allocation sub-

problems. A novel MTBUSA was designed for solving the

user scheduling sub-problem. With the user scheduling results,

an iterative optimization algorithm was developed to realize

the dynamic power allocation. Simulation results show that the

proposed DOA estimation and channel estimation outperform

a better MSE performance compared with conventional meth-

ods. Moreover, the sum rate of the proposed MTBUSA and

power allocation schemes also outperform the conventional

mmWave beamspace MIMO system.
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