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Abstract—The persistent awareness of dynamic links quality
is of critical importance to shared access systems, e.g. promoting
sensing accuracy or even enabling seamless sharing, which
remains yet as a challenging task. In this work, we consider the
shared access in heterogeneous small-cells, which are likely to
be the main infrastructure components by utilizing the carrier
aggregation (CA) scheme, potentially combining both licensed
and unlicensed bands. We suggest a promising sensing scheme,
which permits the simultaneous assessment of multiple links
quality when detecting vacant spectrum. We incorporate an
additional objective of acquiring dynamic link state information
(LSI) of multiple incumbent transmitters/receivers, and thereby
structure spectrum sensing as a mixed classification and esti-
mation (MCE) problem. The main challenge is that multiple
channels may become similar with each other, and existing joint
estimation schemes are unable to distinguish which incumbent is
active and what its associated channel state is. To address this
indistinguishable problem and alleviate the error propagation
in recursive estimations, a novel alternating Bernoulli filtering
(ABF) algorithm is proposed. By fully exploiting the group
transitional behaviour of incumbents, a multiple-chains inference
framework is developed. Numerical simulations validate our new
scheme. Occupancy states of multiple incumbents can be iden-
tified accurately, by tracking their links quality and exploiting
the underlying dynamics, which lays the foundation for more
effective shared access.

Index Terms—Shared access, small-cell, link quality, mixed
classification/estimation, alternating Bernoulli filtering

I. INTRODUCTION

THE NEXT-generation communication networks (e.g. 5G)
will continue to pursue high spectral-efficiency tech-

niques to meet the ever-increasing data demand, especially
in dense urban scenarios [1], [2]. In recent years, advances
in detection/estimation algorithms has enabled the spectrum
shared accessing through real-time channel perception and
intelligent system adaption. In the near future, seamless spec-
trum sharing is capable of alleviating the spectrum scarcity
and may form the cornerstone of 5G communications [3], [4].
Already, spectrum sharing amongst non-contiguous bands is
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a key component of License-Assisted-Access (LAA), which
permits 4G small-cells to access unlicensed spectrum under
the framework of LTE-Unlicensed (LTE-U). There is active
interest from both the academic community and industrial
practitioners to develop robust and fair spectrum sharing
techniques based on the basic principle of listen-before-talk
(LBT) [5], whilst also suppressing the mutual interference [6],
[7]. To enable the aforementioned shared access capability,
robust dynamic spectrum sharing (DSS) schemes would be-
come essential for small-cells, which are likely to be the
main infrastructure components in future networks by utilizing
carrier aggregation (CA) schemes.

A. Shared Accessing

In principal, DSS is rooted on two main functionalities, i.e.
listen to the radio environment, and then talk with adjustable
transmission strategies [8]. The first action, known also as
spectrum sensing [9], drives subsequent actions with the
necessary knowledge of the radio environment. The second
action, i.e. the adjustment to shared transmissions [10], [11],
analyzes the current environment and takes action. It is readily
supposed that the more information there is on dynamic
wireless environments, the more freedom of adaption and the
higher shared capacity can be achieved [12].

From this perspective, many existing DSS schemes that
only sense the occupancy state of spectrum bands and make
binary access decisions [13]–[15], will be insufficient to the
emerging shared access, where there may be a high spatial-
temporal traffic demand intensity. As such, evaluating the
quality of parallel radio links will be definitely of crucial
importance to shared access systems. In this paper, except for
the spectrum occupancy state, we define the link quality in a
broad sense to include various related link state information
(LSI) between incumbents (or primary user - PU) and shared
user (or secondary user - SU), such as: dynamic fading
channels, PU’s mobile locations [18], transmission parameters
of PU [16], [17], and so on.

1) Spectrum Sensing: In spectrum sensing, the detection
accuracy can be improved by suppressing the information
uncertainty due to unknown channels. Current methods in-
clude marginalising the uncertain knowledge (e.g. channel
fading) [21], [22], as well as estimating the dynamic LSI
from PU’s emitter to SU. The latter can be accomplished
by jointly estimating the related link qualities when detecting
the occupancy state of spectrum. In previous research by the
authors [12], [18], a Bayesian estimation framework has been



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY 2

designed to acquire various LSI (e.g. fading channels and PU’s
locations), which is essentially abstracted as one joint detection
and estimation problem [12], [25].

2) Spectrum Access: In spectrum access stage, the links
quality assessment that accompanies the sensing process pro-
vides a broad view on external wireless environments, which
is of great promise to the seamless spectrum sharing and
the improvement of shared capacity, e.g. enabling intelligent
power control or spatial multiplexing in heterogeneous small
cells. For example, the crosstalk channel gain (from PU’s
receiver to SU) can be utilized to adjust SU’s emission
power when conducting shared transmissions, e.g. in underlay
D2D applications. Despite these appealing prospects, most
existing sensing schemes fail to support flexible shared access
applications [19], [20].

B. Summary of Challenges

To sum up, there are three formidable challenges when
applying existing schemes to heterogeneous shared access.

First, existing sensing methods, i.e., energy detection (ED)
[21], matched-filter detection [23], covariance matrix method
[36], and cyclo-stationary feature detection [24], would im-
plement reliable sensing in various practical applications [19],
[20]. When it comes to simultaneous spectrum detection and
channel quality assessment, most of them would become
inapplicable. As such a new signal processing task involves
several challenges, e.g., the disappearance of likelihood (e.g.
when PU is silent), the coupling interaction between detection
and parameter estimation, as well as the resulting error prop-
agations. As such, their sensing performance will be limited
and the related link state information can be hardly obtained.

Second, whilst the dynamical channel gain from a PU
transmitter could be estimated by another joint estimation
method [12], [18], [25], due to the asymmetric links and
the hidden terminal problem (HTP), the estimated channel
quality (with regard to an incumbent transmitter) cannot fully
characterize the cross-interference to its receiver.

Third, the estimation of multiple channel gains becomes
challenging to a time division duplexing (TDD) network. To be
specific, spectrum sensing with simultaneous channel assess-
ment, in the context of multiple TDD incumbents, has the new
structure of a more complicated problem–mixed classification
and estimation (MCE). I.e., the sensing procedure is supposed
not only to identify which single incumbent is emitting signal,
but also to estimate what its associated link state is in. When
fading gains of two links become comparable (as two channels
evolve independently along time), the likelihood densities of
two possible active links are almost the same. Thus, one may
detect the channel is occupied, but can hardly judge which one
single TDD PU is emitting signals. And, the inevitable error
detection will affect the recursive inference.

As far as we are aware, there is no theoretical framework
reported in the literature to cope with this MCE problem. Thus,
our new algorithm is designed to detect multiple active primary
devices and also estimate related link quality, i.e. fading gains.

C. Proposed Solutions and Methodological Contributions

To solve the encountered MCE problem, we derive a new
sensing scheme for heterogeneous small cell scenarios, en-
abling the joint assessment of dynamic links quality between
multiple incumbent transmitters/receivers and SUs. The main
contributions of this work are listed as follows.

1. We formulate a general dynamic state-space model
(DSM) for the considered TDD scenario [26], in which only
one incumbent/PU may be active in each time slot. We assume
the links quality change dynamically with time. All J (J ≥ 2)
PUs’ emission states and the fading channels of PU-SU links
are treated as hidden states.

2. We design a sequential estimation algorithm, with which
the links quality can be simultaneously estimated when identi-
fying the single active PU. A new ABF algorithm is developed,
which, in contrast to classical Bernoulli filtering (BF) schemes,
is able to track the trajectories of multiple PUs’ states as
well as their associated channel states. To accomplish this, we
proposed a multi-chain estimation concept, by exploiting the
group transitional behaviors of multiple incumbents as well
as the historical inference results. In order to deal with the
indistinguishable problem that is peculiar to our MCE for-
mulation, a novel post-processing scheme is further designed.
By adjusting the estimated posterior densities of multi-chains
according to the dominance of their inference outputs, the error
propagation in recursive estimations would be alleviated.

3. We evaluate both the detection/classification and estima-
tion performance of the ABF scheme. It is demonstrated that,
compared with existing BF algorithms, our new ABF algorith-
m will significantly reduce the estimation mean square error
(MSE) of dynamic fading channels. The sensing accuracy of
multiple PUs can be significantly improved when compared to
other example counterpart algorithms [12], [18]. The acquired
links quality, as additional knowledge on environments, enable
the further enhancement of overall shared access network
performance in heterogeneous small cell environments.

The rest of the detailed work is structured as follows. In
Section II, a dynamic state-space model in the context of
multiple TDD PUs is formulated. In Section III, the novel
Bayesian estimation scheme is designed, and a novel ABF
is developed to track multiple fading channels and PUs’
states, whereby a competition and enhancement mechanism is
also integrated. In Section IV, numerical analysis is provided.
Finally, we conclude the study in Section V.

II. SYSTEM MODEL

We consider an indoor small cell network and assume
multiple PUs of a small cell communication with each other
on specific spectrum band [7], by using a TDD mode [26]. For
the considered scenarios [27], the TDD mode allows for the
flexible UL/DL timeslot allocation. It is capable of matching
uplink/downlink resources to real-time traffic demand, and
thereby maximizing the system throughput [28], e.g. in the
Planto cell architecture recently proposed by DOCOMO. As
illustrated in Fig. 1, other shared users (e.g. a D2D link) can
convey direct transmissions via the shared access ecosystem.
In such cases, the LBT scheme can be adopted to control
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Fig. 1. Shared access and transmission between heterogeneous D2D devices
and an indoor TDD small-cell network.

the mutual interference and thereby achieve the harmonious
sharing, by imposing the minimal coordination on two hetero-
geneous systems.

At each time n, at most one PU would be active (e.g. the
jnth), whilst the others stay inactive or receive information.
The shared D2D devices are authorized to access the spec-
trum without significantly affecting PUs. To be specific, the
device is allowed to transmit signals either with no emission
constraints (when all PUs are inactive, i.e. overlay sharing),
or by configuring a low emission power (when only one
PU is active, i.e. underlay sharing). Thus, the cornerstone of
intelligent shared access in heterogeneous small cells is the
accurate acquisition of both multiple emission states and the
dynamic link quality. Note that, this work focus on the time-
varying channel gains, while the other types link quality will
be considered in future by extending our proposed scheme in
a straightforward way.

A. Dynamic State-space Model

A dynamic state space approach is used to characterise
spectrum sensing process with simultaneous link quality as-
sessment, i.e.,

sn = S(sn−1), (1)
hn = H(hn−1), (2)
yn = Y (hn, sn, wn,m). (3)

The first two dynamic equations Eqs. (1)-(2) describe the
transitions of PUs’ unknown states sn and the evolution of
associated PU-SU channels hn, respectively. The measurement
equation Eq. (3) specifies the coupling relation between the
observation yn and two hidden states, i.e. sn and hn.

B. Multiple PUs’ States

In the analysis, sn,j ∈ {0, 1} denotes the jth PU’s state at
the nth discrete time, where “0” accounts for inactive and “1”
for active state. For clarity, we denote total J PU’s states with
one J × 1 vector sn , {sn,j} ∈ S ⊂ ZJ . As far as a TDD

mode is concerned, for any time n we will have ||s||2 ≤ 1.
Note that, the all-inactive state is denoted by s0 = sn,0 (sn,0
means sn,j=0 for any j), whilst the active state is s1 = sn,1⊕
sn,2 ⊕ · · · ⊕ sn,J (i.e. there exist only one active PU with
sn,j = 1).

The evolutions of multiple TDD PUs’ states depend on
previous states, as in Eq. (1), which are modelled as the
1st order discrete-states Markov chain (DSFC) [30]. For the
considered (J + 1)-state system, the transitional probability
matrix (TPM) is:

P =


p0→0 p0→1 · · · p0→J

p1→0 p1→1 · · · p1→J

...
...

. . .
...

pJ→0 pJ→1 · · · pJ→J

 .
where each transitional probability is defined as pi→j ,
Pr{sn,j |sn−1,i} (i, j = 0, 1, · · · , J).

Among all probabilistic transitions, the event that the jth PU
stays active at both the previous time (n− 1) and the current
time n is referred as to “survival” [18], and the jth survival
probability is psn,j , Pr{sn,j = 1|sn−1,j = 1}. The jth PU
may switch to the inactive state with a probability (1− psn,j)
in the time n. Meanwhile, the event that the jth PU is inactive
in previous slot n−1 and switches into active at the time n is
mentioned as “birth”, characterized by the birth probability:

pbn,j , Pr{sn,j = 1|sn−1,j = 0},

=
∑

k∈J ,k 6=j
Pr{sn,j = 1|sn−1,j = 0, sn−1,k},

= Pr{sn,j = 1|sn−1,j = 0, sn−1,k 6=j = 0}

+
∑

k∈J ,k 6=j
Pr{sn,j = 1|sn−1,j = 0, sn−1,k = 1},

where J , {1, 2, · · · , J}. At time n, the jth PU may stay
also inactive with a probability of 1− pbn,j .

Based on the above elaboration, the dynamic state function
S(·): ZJ 7→ ZJ is inexplicit, defined by a group of stochastic
transitional densities, i.e.,

Pr{S(sn−1) = sn} = Pr{sn−1|sn}, sn ∈ S. (4)

C. Dynamic Channels

The time dynamics of channel gain hn = {hn,j} ∈ HJ ⊆
RJ is modelled as the finite-states Markov chain (FSMC) [31].
Without the lose of generality, we consider the fading states of
J PU-SU links change independently. The dynamic function
H(·) : RJ 7→ RJ , which characterizes the evolution of
link gains, is thereby determined by a group of transitional
probabilities, i.e.

Pr{H(hn−1) = hn} = Pr{hn−1|hn},

=
∏J

j=1
Pr{hn−1,j |hn,j}. (5)

Here, each fading state hn,j takes values from a finite set
Hj , {Hj,k, k = 1, 2, · · · ,K}, and each single transitional
term in Eq. (5) is given by:

Θk1→k2,j , Pr{H(hn−1,j) = hn,j}, (6)
= Pr {hn,j = Hk2,j |hn−1,j = Hk1,j} ,
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where each representative fading state Hk,j is determined
by the fading distribution f(hj) (e.g. Rayleigh fading) and
the division bounds of amplitudes [32], [33], i.e., Hk,j =∫
Dk,j

hn,jf(hn,j)dhn,j
/ ∫ vk+1,j

vk,j
f(hn,j)dhn,j . That is to say,

the kth dividing bound will restrict fading amplitude to
the region Dk,j = (vk−1,j , vk,j ] (vk,j > 0). Here, the
equiprobable partition rule is adopted, and we have πk,j =∫
Dk,j

f(hj)dhj = 1/K. In this case, the division bound is

derived via vk,j =
[
−2σ2

j ln(1− k/K)
]1/2

[31].
The duration of a sensing-transmission frame would be

TF =20∼100ms. On the other hand, the typical mobile speed
in non-vehicular applications is around 0.08∼0.09km/h [34],
i.e. the root mean square (RMS) Doppler spread is about
0.414Hz (e.g. the carrier frequency is fc=2.4GHz) and the
channel coherent time Tc is 800∼1000 ms. That means, the
channel gain hn will keep temporarily invariant in L =
bTc/TF c = 8 ∼ 50 successive slots, whilst the channel
states may transit at a switching time n′ = bn/Lc, while
keeping invariant at the others times. Thus, our analysis
focuses on slow-varying fading channels. Furthermore, a first-
order FSMC is concerned, which has been proven to be
sufficient for slow-varying environments [31]–[33]. I.e., the
TPM ΘΘΘK×K,j , {Θk→k′,j , k, k

′ ∈ {0, 1, · · · ,K − 1}} tends
to be a tri-diagonal matrix. That means, at each switching
time n′, the fading state can only transit to itself or its 1-step
neighbour states, i.e., we have Θk→k′,j = 0 for |k − k′| > 1.

D. Observations
Given the little coordination imposed on two shared sys-

tems, the non-coherent energy observation is used. The energy
observation yn ∈ Y ⊂ R1 will be measured via Y (·) : RM 7→
R1, which is specified by:

yn =

J∑
j=1

M∑
m=1

δ(sn,j − 1)× [hn,jdn,j(m) + wn,j(m)]
2
, (7)

=



M∑
m=1

[hn,jdn,j(m) + wn,j(m)]
2
, sn,k = 1, sn,k 6=j = 0,

M∑
m=1

w2
n,1(m), sn,j = 0.

In measurement process, the noise samples wn(m) ∈
R1 (m = 1, 2, · · · ,M) is zero-mean additive white Gaus-
sian noise (AWGN) with a variance of σ2

w, i.e., wn(m) ∼
N (0, σ2

w). The samples size is M . Since only one PU will
be active at each time n, a Direchlet function δ(x) is used
to indicate which single PU is emitting signals. The unknown
signals from the jth PU is denoted as dn,j(m) = bn,j(m) ×
p(m), where {bn,j(m)} accounts for PU’s signals and p(m)
represents a specific pulse-shaping response. For simplicity,
the real-valued binary phase shift keying (BPSK) signal is
considered by the analysis, e.g., bn,j(m) ∈ B = {+σb,−σb},
with the variance Ej = EB{dn,j(m)2} = σ2

b . As far as the
non-coherent observation is concerned, however, the general-
isation to other modulated signals would be straightforward.

According to the central limits theorem (CLT), the likeli-
hoods of observation can be approximated by the Gaussian

distributions (when M is lager). Conditioned on the fading
gain hn and PUs’ states sn, the likelihood densities will be:

ϕ(yn|sn,j) = N{Mσ2
w, 4Mσ4

w}, (8)

ϕ(yn|hn,j , sn,j) = N
{
MEjh

2
n,jσ

2
w,MEjh

2
n,jσ

2
w + 4Mσ4

w

}
.

(9)

III. SPECTRUM SENSING WITH CHANNEL QUALITIES
ASSESSMENT

Our new objective is then to jointly detect multiple PU’s
state and acquiring the associated link quality. Different from
traditional schemes based on Neyman-Pearson (NP) criterion
to solved a two-hypothesis test (THT) problem [14], [36],
here the maximum a posteriori (MAP) criterion is suggested.
I.e., the unknown PUs’ states, accompanying multiple dynamic
channels, are estimated via:

(ĥn, ŝn) = arg max
hn∈HJ ,sn∈S

p(h1:n, s1:n|y1:n), (10)

where s1:n , {s1, · · · , sn} denotes the trajectory of PUs’
states until the nth slot, while h1:n and y1:n are two trajectories
of channels and observations.

A. Multiple-Chain RFS

In order to characterize the MCE problem with multiple
TDD PUs and dynamical links quality, a multi-chain random
finite set (MC-RFS) model is formulated. Here, an RFS refers
to a special random set, whereby the number of elements
(active PU) as well as their associated states (fading channels)
changes with time.

In our case, the number of elements of single RFS FFFn [37],
known as the RFS cardinality and denoted by dn = |FFFn|, is
a Bernoulli variable following ζ(dn) = Pr{|FFFn| = dn}, dn ∈
{0, 1} [38], [39]. I.e., when the cardinality of is dn=0, there
will be no active PU at the time n. In contrast to a classical
RFS [18], [40], even if the cardinality of this multi-chain RFS
is dn=1 (i.e. one single PU is active), however we cannot know
which single PU is active currently and what its associated link
state is.

A finite set statistics (FISST) PDF p(FFFn) is of importance
to the statistical inference of RFS, and here we adopt Mahler’s
approach to define it [37], [40], i.e.

p(FFFn = {f1, f2, · · · , fd}) = n!ζ(dn)p({f1, f2, · · · , fd}), (11)

where fd is the unknown state vector associated with the dth
element, and p({f1, f2, · · · , fd}) is a group of joint distribu-
tions. Subsequently, we give three densities of interest to FFFn.

1) Cardinality Distribution: As mentioned, the cardinality
of MC-RFS indicates whether there involves one active PU.
In our case, the cardinality density ζ(dn) is:

ζ(d) =


1−

J∑
j=1

qn,j , if |FFFn| = 0 or FFFn = ∅, (12a)

J∑
j=1

qn,j , if |FFFn| = 1 or FFFn = {hn,j}. (12b)
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From Eq. (12), FFFn will be either empty with a probability
1 − qn or have one single active PU with the probability
qn, where qn ,

∑J
j=1 qn,j . Here, qn,j denotes the existence

probability of the jth chain (or the jth PU). Thus, a crux
arises in the multiple incumbents scenarios, i.e., even if the
cardinality is dn = 1 at time n, any single PUs would be
active.

2) RFS PDF: The FISST PDF p(FFFn) depends on a car-
dinality distribution, i.e. ζ(dn), and the spatial distribution of
fading channels, i.e. p(hn), which is given by:

p(FFFn) =


1−

∑J

j=1
qn,j , if FFFn = ∅, (13a)∑J

j=1
qn,j · p(hn,j), if FFFn = {hn,j}. (13b)

For dn >1, we have p(FFFn)=0. Note that, here∫
FFF p(FFFn)δFFFn represents the set integration on FFF , rather than

the random distribution marginalisation.
3) Transitional Densities: In line with our new MC-RFS,

the a priori transitional probabilities are given by:

φn|n−1(FFFn|∅)

=


p0→0, if FFFn = ∅, (14a)
J∑

j=1

p0→j × bn|n−1,j(hn,j), if FFFn = {hn,j}, (14b)

and

φn|n−1(FFFn|{hn,j}) =



J∑
j=1

qn−1,j · pj→0, if FFFn = ∅, (15a)

J∑
j=1

qn−1,j ·∆n,j , else, (15b)

respectively, where each transitional term of channels is

∆n,j =pj→j ·Θn|n−1,j(hn,j |hn−1,j)

+
∑

j′∈J ,j′ 6=j
pj→j′ × bn|n−1,k(hn,j′). (16)

Here, bn|n−1,j(hn,j) , Pr{hn,j |qn−1,j = 0} represent the
birth densities, which define a group of initial distributions of
channel states {hn,j} (when the jth PU is birthed at time n).
The design of birth distributions will be discussed shortly.

B. Sequential MAP

A two-stage scheme, i.e. predicting and updating, can be
suggested to track both multiple PUs’ emission states and
dynamic channel states, i.e.

pn|n−1(FFFn|y1:n−1) =∫
FFFn−1

φn|n−1(FFFn|FFFn−1)× pn−1|n−1(FFFn−1|y1:n−1)dFFFn−1,

(17)

pn|n(FFFn|yz1:n) =
ϕn(yn|FFFn)pn|n−1(FFFn|y1:n−1)∫

FFFn
ϕn(yn|FFFn)pn|n−1(FFFn|y1:n−1)dFFFn

.

(18)

Note that, as analyzed, the particular indistinguishable prob-
lem will render existing joint estimation schemes (e.g. in [12],
[18]) invalid. Given that the fading channels of J PU-SU links
will change independently, in the following we designed an
two-phases MC-RFS estimation framework.

Firstly, J chains are employed to separately estimate
each PU’s states and associated fading channels. Each
chain recursively obtains the corresponding posterior PDF
pn|n,j(FFFn|y1:n) based on observations yn. From Eq. (13),
two posterity densities will be of great interest in determining
pn|n,j(FFFn|y1:n) [12], i.e. the jth posterior existence density

qn|n,j , Pr (|FFFn| = 1, sn,j = 1|y1:n) , j = 1, 2, (19)

and a posteriori spatial PDF of link state {hn,j}, i.e.,

fn|n,j (FFFn = {hn,j}) , p(hn,j = Hk,j), j = 1, 2. (20)

Secondly, relying on the overall outputs from J chains,
i.e. J posterior existence densities qn|n,j and spatial densities
fn|n,j({hn,j}|y1:n), a competition process will be implement-
ed. A final decision on which single PU is active most probably
will be reached (in the case of H1). At the same time, its
corresponding posterior existence density will be enhanced,
whilst the posterior existence densities of the others (i.e.
inactive PUs) are suppressed.

C. Alternating Bernoulli Filtering

In order to estimate two related densities in Eqs. (19) and
(20), a novel ABF algorithm is designed. It fully exploits the
group transitional behaviour of J PUs as well as the historical
inference results of J chains, which can alleviate the error
propagation in recursive estimations.

1) Prediction Stage: First, given the initial value q0|0,j , the
predicted existence density qn|n−1,j will be recursively derived
(see Appendix A), i.e.,

qn|n−1,j = Pr (sn,j = 1|y1:n)

= pbn,j ×
∏J

j′=1
(1− qn−1|n−1,j′)︸ ︷︷ ︸

birth term

+ pj→j × qn−1|n−1,j ·
∏

j′∈J ,j′ 6=j

(1− qn−1|n−1,j′)︸ ︷︷ ︸
survival term

+
∑
j′ 6=j

pj′→j × qn−1|n−1,j′ ·
∏

j0∈J ,j0 6=j′,j0 6=j

(1− qn−1|n−1,j0)︸ ︷︷ ︸
transition term

.

(21)

From the above equation, we observe that the predicted
existence density, i.e. qn|n−1,j , consists of three following
independent components. A well-defined schematic structure
of calculating the predicted existence densities is shown also
by Fig. 2.

(1) The first birth component indicates that the jth PU
enters into an active state at time n, on the condition that
there is no active PUs at the previous time (n − 1). Thus,
it is related with the probability Pr{sn−1,j = 0, sn−1,j′ 6=j =

0} =
∏J

j=1(1 − qn−1|n−1,j). Recall that qn−1|n−1,j denotes
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Fig. 2. A schematic structure of generating the predicted existence density
from the group transitional property and previous inference results.

the existence probability of the jth PU at time (n − 1),
(1− qn−1|n−1,j) gives the absence/inactive probability.

(2) The second survival component suggests the jth PU
remains active at both current time n and previous time
(n− 1). Here, Pr{sn−1,j = 1, sn−1,j′ 6=j = 0} = qn−1|n−1,j ·∏

j′∈J ,j′ 6=j(1− qn−1|n−1,j′) accounts for the probability that
the jth PU is active at time (n − 1), whilst the others stay
inactive. Note that, for the concerned TDD mode, here we
have Pr{sn−1,j = 1} = Pr{sn−1,j = 1, sn−1,j′ 6=j = 0}.

(3) The third transitional component corresponds to another
case, i.e., the j′th (j′ 6= j) PU is active at time (n−1), whilst
the other jth PU switches to the active state at time n. Here,
total (J−1) possible transitions are involved. Such a transition
term can be regarded also as one special birth component.

Second, the predicted spatial density fn|n−1,j is derived
recursively (see Appendix B). In line with the predicted
existence density, it involves also three components, i.e.,

fn|n−1,j(hn,j |y1:n−1) = pbn|n−1,j(hn,j |y1:n−1)

+ psn|n−1,j(hn,j |y1:n−1) + ptn|n−1,j(hn,j |y1:n−1). (22)

(1) The first birth component is structured as:

pbn|n−1,j({hn,j}|y1:n−1)

= bn|n−1,j(hn,j)×
p0→j ·

∏
j′=1(1− qn−1|n−1,j′)
qn|n−1,j

, (23)

which characterises the birth process of the jth PU, on the
condition that there is no active PU at previous time n−1 (with
a probability p0→j ·

∏
j′=1(1−qn−1|n−1,j′)). Once the jth PU

is birthed at time n, the a priori spatial density bn|n−1,j(hn,j)
is exploited to predict the distribution of its link state (which
will be elaborated in Appendix D).

(2) The second survival component is given by:

psn|n−1,j({hn,j}|y1:n−1)

=
psn,j × qn−1|n−1,j′

∏
j′ 6=j(1− qn−1|n−1,j′)

qn|n−1,j

×
∫
Hj

Θn|n−1,j(hn,j |hn−1,j) · fn−1|n−1,j(hn−1,j)dhn−1,j ,

(24)

which is related with the one-step predicted density∫
Hj

Θn|n−1,j(hn,j |hn−1,j)·fn−1|n−1,j(hn−1,j)dhn−1,j , given
the jth PU remains active at both time n − 1 and n. As
discussed, the conditional density of survival is related with
psn,j × qn−1|n−1,j′

∏
j′ 6=j(1− qn−1|n−1,j′).

(3) The third transition component is given by:

ptn|n−1,j({hn,j}|y1:n−1) = bn|n−1,j(hn,j)×∑
j′ 6=j pj′→jqn−1|n−1,j′ ·

∏
j′ 6=j(1− qn−1|n−1,j′)

qn|n−1,j
, (25)

which, as another special kind of birth component, is related
also with the birth density.

It should be noted from Eq. (22) that, involving three
complementary components, the predicted spatial density
fn|n−1,j(hn,j) remains dominantly different from the classical
BF process [39], [40]. In particular, from Eq. (22), the birthed
component is now contributed by two terms, i.e. the birth of
the jth PU or the transition from another j′th (j′ 6= j) PU.

2) Update Stage: Both the predicted existence density and
the predicted spatial density are then updated on the new
observation yn, see Eq. (26) at the bottom of the Page and
Eq. (27).

fn|n,j(hn,j) =
rn,j(yn|hn,j)× fn|n−1,j(hn,j)∫

Hj
rn,j(yn|hn,j)× fn|n−1,j(hn,j)dhn,j

.

(27)

Here, the term rn,j(yn|{hn,j}) is referred to as the likeli-
hood ratio (see Appendix C).

With the predict and update process, total J posterior ex-
istence densities {qn|n,j} and spatial densities {fn|n,j(hn,j)}
can be derived. It is noted that, from the above derivations, a
classical BF scheme can be regarded as one special case of
the ABF, where the number of TDD PUs is J=1 [12].

Relying on the posterior existence densities {qn|n,j} and
spatial densities {fn|n,j(hn,j)}, the active PU will be identi-
fied in the case of H1, and its associated link state will be
estimated. To be specific, after configuring a threshold γ, the
jth PU’s state is estimated via:

ŝn,j =

{
1, if qn|n,j > γ, (28a)
0, if qn|n,j ≤ γ. (28b)

qn|n,j =
qn|n−1,j ×

∫
Hj
rn,j(yn|hn,j) · fn|n−1,j(hn,j)dhn,j

(1− qn|n−1,j) + qn|n−1,j ×
∫
Hj
rn,j(yn|hn,j) · fn|n−1,j(hn,j)dhn,j

. (26)
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In practice, the threshold γ will be configured to 0.5, as far
as a Bayesian rule is concerned. Meanwhile, the jth channel
state is acquired via:

ĥn,j = arg max
hn,j∈Hj

fn|n,j(hn,j). (29)

Based on the above ABF scheme, both the channel state
(i.e. ŝn,j) as well as the associated fading channel ĥn,j can be
derived via derived posterior densities (Challenge 1). As such,
for the TDD network, the HTP problem would be addressed,
i.e., the shared user can even access the occupied channel (by
PU1), by limiting its averaged interference to possible primacy
receivers (PU1 or PU3) via the estimated cross-channel fading
gains (i.e. ĥn,2 and ĥn,3) (Challenge 2).

D. Competition and Enhancement

Due to comparable channel gains, more than one PUs’
existence probabilities qn|n,j would surpass a threshold γ at
time n. In other words, we cannot distinguish which incum-
bent (or PU) is actually active with existing joint estimation
schemes [12], [18], no mention to the quality assessment of
related multiple links. To cope with such an indistinguishable
problem, a novel competition and enhancement mechanism
(CEM) is further designed.

The underlying conception will be relatively intuitive. First,
the single PU (i.e. the jnth PU) that is most probably emitting
signals at time n (if dn=1) is identified, and its existence
density qn|n,jn is enhanced. Second, the existence density
of the remaining probably inactive PUs, i.e. qn|n,j 6=jn , are
suppressed. That is, the output posterior densities of each RFS
chains will be adjusted automatically.

1) Competition Stage: The index of the most probably
active PU is firstly identified via Eq. (30), which is denoted
by jn ∈ Jn, i.e.,

jn = arg max
j∈Jn

{qn|n,j × fn|n,j(hn,j)}, (30)

Jn = {j|qn|n,j > γ}.

As in eq. (30), we consider the jnth PU with the maximum
FISST PDF, i.e. max{qn|n,j×fn|n,j(hn,j)}, is most probably
emitting signals at time n when |Jn| > 1. Accordingly, we
further rectify the detection results, by configuring the jnth
active indicator to 1 and the other indicators to 0, i.e.,

Qn,jn = 1, Qn,j′ 6=jn = 0. (31)

At the same time, its associated channel state will be
determined directly via Eq. (29). In contrast, the channel states
of the other j′th PU (j′ 6= jn), i.e. hn,j′ (j′ 6= jn), will
be estimated via the following Eq. (32). That means, at each
switching time n, the channel state of the j′th inactive PU will
be predicted via a priori transitional density.

ĥn,j′ = arg max
|k1−k2|≤1

Pr
{
hn,j′ = Hk2,j′ |ĥn−1,j′ = Hk1,j′

}
.

(32)

2) Enhancement Stage: After identifying the jnth active
PU (when at least one qn|n,j larger than γ), then its posterior
existence density will be enhanced, i.e.,

qn|n,jn = pjn(n)× pmax(yn|hn,jn , sn,jn = 1). (33)

Here, it is easy to understand that the prior component
pjn(n) is associated with both the jnth existence density
of time (n − 1) (i.e. Qn−1,jn ) and the a priori transitional
densities. From the Eqs. (34)-(35), pjn(n) can be viewed as
a dynamical prior probability of two cases at time n, i.e.
survival (Qn−1,jn = 1) or birth (Qn−1,jn = 0). Meanwhile,
the likelihood term pmax(yn|hn,jn , sn,jn = 1) is given by Eq.
(36), which actually accounts for the maximum conditional
posterior density of the jnth channel states, i.e.,

pmax(yn|hn,jn , sn,jn = 1)

= max
hn,j∈Hj

ϕ(yn|hn,j , sn,j)×Θ(hn,jn |ĥn−1,jn). (36)

At the same time of enhancing the jnth posterior density,
the posterior densities of the other remaining (J − 1) inactive
PUs will be suppressed, i.e.

qn|n,j′ = pj′(n)× p(yn|sn = 0), (37)

where the prior terms are determined via Eqs. (38)-(39) at the
bottom of the Page. A normalized process will be applied then.
For other possible cases, Eqs. (33)-(36) will be only used to
update the active PU whose posterior existence probability is
larger than a threshold γ. In this way, the encountered MCE
problem is solved, and the error propagation can be alleviated
(Challenge 3).

E. Implementation and Extension

Given that the implementation of our proposed ABF algo-
rithm involves complex and non-analytical densities, a particle
filtering (PF) scheme is utilised to numerically estimate the

pjn(n) =


qn−1|n−1,jn ·

∏
j′ 6=jn

(1− qn−1|n−1,j′)× pjn→jn , if Qn−1,jn = 1, (34)∏
j∈J

(1− qn−1|n−1,j) · p0→jn +
∑
j′ 6=jn

qn−1|n−1,j′ ·
∏
j0 6=j′

(1− qn−1|n−1,j0)× pj′→jn , if Qn−1,jn = 0. (35)

pj′(n) =


1− qn−1|n−1,j′ ·

∏
j0 6=j′

(1− qn−1|n−1,j0)× pj′→j′ , if Qn−1,j′ = 1, (38)

1−
∏
j∈J

(1− qn−1|n−1,j) · p0→j′ −
∑
j 6=j′

qn−1|n−1,j ·
∏
j0 6=j

(1− qn−1|n−1,j0)× pj→j′ , if Qn−1,j′ = 0. (39)
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intractable densities, via I = (N + B) simulated discrete
particles [41] (and the details are given in Appendix D).

To maximise the functioning of our ABF scheme, two re-
finement operations, i.e. clamping and accumulating, are used.
First, once the same channel state hn,j has been estimated for
R (e.g. R=4) times within the static length L (in the case
of H1), then the channel estimation will be clamped to hn,j .
Second, the observations of previous slots within the statical
period are accumulated (when PU’s signal is detected), which
is used at current time n to further improve the estimation
accuracy.

The complexity of the ABF algorithm is measured by
O[JK1(N +B)ϑ+M2] multiplications. Here, M2 accounts
for the complexity in calculating the summed energy; K1 is the
number of feasible transitional states of dynamical channels,
which equals to 3 for the 1st-order DSMC; ϑ accounts for
the computation of related likelihood densities; (N + B)
accounts for the used discrete particles in PF. It is seen that the
implementation complexity of the proposed scheme is higher
than that of ED, which has a complexity of O(M2).

Notice that, the generalization of our designed algorithm
to other link state information, e.g. mobile locations, is also
possible. To be specific, we may adopt a random walking
model [18] (or other mobility models) to reformulate the
dynamic state-space model in Eq. (1)-(3). Then, the association
of unknown channel state sn,j and PUs mobile locations
(i.e. [lxn,j , lyn,j ]) to the summed energy y(n), as well as
the likelihoods in Eqs. (8)-(9), can be determined. Thus, the
recursive estimation can be implemented by our proposed
ABF algorithm. Due to the limited budget, the emphasis of
following analysis will be put on dynamics channel fading.

IV. NUMERICAL SIMULATIONS

This section is devoted to numerical simulations, and the
sensing accuracy of multiple TDD PUs as well as the chan-
nel estimation MSE will be evaluated. To do so, we adopt
two performance metrics in the following analysis. The first
performance metric PD, which jointly considers the detection
reliability of each PU, is designed to evaluate not only the
occupancy state (H0 or H1, or pf and pd), but also to
determine which single PU is active at the current time. It has
been suggested that this compound performance metric will
be of great importance, in terms of maximising the utilisation
of spectrum [12], [43]. The second metric, i.e. the estimation
MSE of fading channels, is used to evaluate the accuracy of
link quality assessment.

PD = E

{∑J

j=1
Pr(sn,j)× Pr{Qn,j = sn,j |sn,j}

}
, (43)

MSEj ,
1

N
× E

{∑N

n=1
|ĥn,j − hn,j |2/|hn,j |2

}
. (44)

1) Different Numbers J: First, the influence from different
numbers of multiple TDD PUs on the classification/estimation
performance of our ABF algorithm will be studied. In the
simulations, the sample size is M = 200 and the particles size
is I = N + B = 200 (N = 100 and B = 100). For dynamic
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Fig. 3. Sensing performance of the designed scheme in the context of
different static fading length.
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Fig. 4. MSE performance of the estimation fading channels in the context
of different static length.

FSMC channels, the representative number of discrete states
is K=7, and the static fading length is L=20. For the case
of two TDD PUs (i.e. J=2), the fading variances are set to
σ2
1=0.1 and σ2

2=0.15, respectively. A statistical TPM of PUs’
states is:

P =

0.5 0.2 0.3
0.2 0.3 0.5
0.3 0.5 0.2

 . (45)

For the case of J=3, the fading variances are set to σ2
1=0.1,

σ2
2=0.15 and σ2

3=0.18, respectively. The statistical TPM of
multiple PUs’ states is:

P =


0.3 0.1 0.2 0.4
0.2 0.3 0.3 0.2
0.3 0.4 0.2 0.1
0.2 0.2 0.3 0.3

 . (46)

In Fig. 3, the numerical MSE performances under differ-
ent numbers of TDD PUs are plotted. Without the loss of
generality, we consider two typical normalized Doppler shifts,
i.e. fDTc=0.02 and 0.05 (L=20 and 50), as in refs. [31]–[33].
Note that, other configurations of a static length L can be
also applicable. It is found that, by fully utilizing the group
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Fig. 5. MSE performance of the estimation fading channels in the context
of different sample size.
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Fig. 6. MSE performance of the estimation fading channels in homogeneous
and inhomogeneous fading variances.

transitional information of J PUs, the new ABF algorithm
can cope with the indistinguishable problem. Recall in our
new scheme, despite total J separate chains, all historical
inference results (i.e., J posterior densities of time (n − 1))
have been exploited by each RFS chain, when estimating
unknown states of time n (as illustrated by Fig. 2). Besides, the
competition and enhancement scheme is specially designed to
mitigate the miss-classification effects, which may be aroused
by the comparable channel gains. As a consequence, it indeed
suppresses the error propagation in recursive estimation. Even
so, we note from Fig. 3 that when the total number of TDD
PUs is increased from J=2 to J=3, the estimation MSE of
dynamic channels will be degraded accordingly. Taking the
1st PU-SU channel for example, the MSE will be increased
from 1× 10−3 to 6× 10−3, indicating the new ABF scheme
can only alleviate but not avoid the indistinguishable problem.

From the numerical result in Fig. 4, the similar observation
will be made to the sensing performance under different TDD
PUs. It is seen that the probability of right detection (i.e. PD)
in the case of J=3 will be slightly inferior to that of J=2,
due to the aforementioned indistinguishable problem. As the
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Fig. 7. MSE performance (Left) and detection accuracy (Right) in the
presence of inaccurate TPM, J=3, M=200 and L=16.

numbers of TDD PUs J increases (J > 3), the classification
set {1, 2, · · · , J} will be enlarged, leading to the degraded
classification performance due to the exacerbated mutual in-
fluence. Thus, the accuracy of channel quality assessment will
be degraded as in Fig. 3, and the sensing performance will
also be affected. Compared with the case of J = 1, a rough
detection gain of 1 ∼ 1.5dB will be lost when J = 3 PUs
need to be sensed. Besides, due to the degraded performance
and less chance of vacant channel, we focus on small numbers
of TDD PUs in the analysis.

2) Static Fading Length: Then, we investigate the effect on
the channel tracking performance with different static length
L. In the simulation, we assume J=3 TDD PUs. The sample
size M is configured to 200. As demonstrated by Fig. 5, the
channel estimation MSE will be reduced significantly, as the
static length L increases from 20 to 50. From the numerical
results, the MSE of channel assessments with L=20 will be
ranged from 1.5 ∼ 2.6 × 10−2, when the SNR is 16.5dB.
While for L=50, the channel estimation MSE will be about
2.2 ∼ 6.1×10−3. I.e., the slow-varying channel allows for the
more adequate observation accumulation and thereby renders
the likelihood density more accurate, leading to the improved
estimation performance.

Meanwhile, the accuracy of spectrum sensing can be also
improved by the larger static length L. From Fig. 6, compared
with the fast-varying fading channel (e.g. L = 20), a rough
detection gain of 2dB can be obtained when the slow-varying
channel (e.g. L = 50) is concerned and the number of TDD
PUs is configured to J = 3. Similar results will be observed
in Fig. 6, where the sensing performance of J = 2 TDD PUs
under different static length L are presented.

3) Influence of inaccurate TPM: In the absence of a priori
TPM, a feasible way is to estimate related transitional prob-
abilities, for example, directly using the methods in ref. [44],
[45], which were designed to extract such statistic information
of a hidden Markov process. On the other hand, our scheme
is also relatively robust to such required prior information. In
the following, we further challenged our ABF algorithm in
the presence of inaccurate TPM. I.e., we used the TPM in
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Fig. 8. MSE performance of channel estimation with different fading
variances. Here, CE is the abbreviation of competition and enhancement.

Eq. (46) to simulate the dynamic switching of PUs’ emission
states, while in the estimation process we assume a simple yet
inaccurate TPM, i.e. P=[0.25 0.25 0.25 0.25; 0.25 0.25 0.25
0.25; 0.25 0.25 0.25 0.25; 0.25 0.25 0.25 0.25].

As expected, both the estimation MSE of unknown channel
and the detection probability will be degraded. However,
we found from Fig. 7 that the performance degradation is
relatively slight, i.e., the estimation MSE was increased from
0.032 to 0.038 when SNR=12.5dB, and the detection accuracy
was reduced from 0.9964 to 0.9956 when SNR is 8.5dB.
Thus, we may conclude that our designed algorithm is immune
to practical inaccurate information. The underlying reason
may be that, when the SNR is relatively high, the likelihood
would be accurate and the dependence on prior information
of the recursive inference is alleviated. This is verified by the
fact that, in low SNR regions (i.e. SNR<5dB), remarkable
loss was observed from both estimation MSE and detection
performance, e.g. the estimation MSE would be even increased
from 0.3734 to 0.9068 (when SNR is -3.5dB for channel 2).

4) Comparative Analysis: Finally, we compare our de-
signed ABF scheme with previous joint estimation methods
(i.e. the classical BF algorithm) [12], whereby multiple TDD
PUs in small cell are required to be detected/identified.

We firstly investigate the traditional BF scheme adopted
by previous works [12], [40]. In a classical scheme, multiple
separate chains may be employed to directly estimate total J
PUs’ occupancy states and track the trajectories of dynamic
channels, where the a priori birth density of the jth PU may
be evaluated via pbj =

∑
j′ 6=j pj′→j . If the number of posterior

existence densities surpassing a threshold (i.e., qn|n,j ≥ γ) is
larger than 1, i.e. |Jn| > 1, then we will reasonably infer
that the jth PU with the maximum qn|n,j is most probably
active, while the others remains inactive at each time n. It
is noted that, unfortunately, any mechanisms in dealing with
the indistinguishable problem are not embedded into classical
BF methods [12], [18], [40]. There is also no additional post-
processing (e.g. competitive and enhancement) to prevent the
error propagation. As a consequence, it fails to accurately
assess channel qualities and estimate multiple PUs’ emission
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Fig. 9. Sensing performance of the new ABF scheme and others existing
methods. Note that, here the BF scheme refers to the joint estimation and
detection schemes developed in the previous works [12], [18].

states. From numerical results, the MSE of channel estimation
will be 0.15 if an SNR is 16.5dB, when the sample size
is M=200 and a static fading length is L=20, as in Fig. 8.
By producing the high MSE and poor sensing performance,
classical BF schemes can be hardly applied to shared access
scenarios with multiple TDD PUs.

In order to alleviate the destructive influences from the
unique indistinguishable problem and further enhance the
estimation performance, another intuitive scheme is to com-
bine the classical BF scheme with the proper post-processing
methods. For example, we may integrate a competition and
enhancement process into a classical BF method [12], [18].
From the numerical results in Fig. 8, by introducing the post-
processing adjusting, the channel estimation MSE will be
effectively reduced. Taking the 1st PU-SU link for exam-
ple, by combining a classical BF with the competition and
enhancement process, the MSE will be reduced from 0.15
to 0.012, under M=200 and L=20. Yet, since the sequential
estimations of J chains are completely independent of each
other, which can hardly take full advantage of the group
transitional behaviors and the historical inference of existence
densities, the acquired MSE performance seems still to be
unsatisfied to practical applications.

From the comparative results in Fig. 8, with the designed
ABF scheme the channel estimation performance can be
improved significantly. Taking J=2 TDD PUs for example,
the channel estimation MSE will be reduced to 4.5 × 10−3,
when the new ABF is applied to spectrum sensing with simul-
taneous channel qualities assessment. By utilizing the ABF
scheme which fully takes the potential mutual interruptions
and utilizes the group transitional property, the promising MSE
performance will be attained, which could suppress the error
propagation to the maximum.

Finally, we evaluate the sensing performance of the new
ABF scheme. For the purpose of comparative analysis, we
have plotted together the sensing performance of a classical
BF scheme adopted by [12], which is further combined with
our post-processing technique. From Fig. 9, the new ABF
scheme will remarkably improve the sensing accuracy. For
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example, when the right detection ratio PD is about 0.9, a
rough detection gain of 3dB can be obtained by the new
ABF when the static channel length is configured to L=50,
compared with a classical BF with additional post-processing.
As shown by numerical results, our new ABF scheme may
effectively cope with the indistinguishable problem when
detecting multiple TDD PUs, which allows for the accurate
assessment on dynamic channel qualities and obtain also the
promising sensing performance.

Except for the improved channel utilization promoted by
enhanced sensing accuracy, the estimated channel gains can
be further utilized by shared users. For example, with the
help of distributed accessing methods [29], [47], [48], the
shared users can be now allowed to coexist in the occupied
channel, by reconfiguring its emission power according to the
tolerable interference at PU receiver. This further provides the
great potential to future shared accessing by enabling the fine-
grained resource sharing [46].

V. CONCLUSIONS

For the shared access in small-cell scenarios with multiple
TDD users, identifying the active PU and estimating its associ-
ated link quality will be of great significance, which remains a
formidable challenge. In this work, we structured it as a mixed
classification and estimation (MCE) problem and designed a
novel ABF algorithm, which accurately identifies the active
PU and assess simultaneously the dynamic quality of all
links. To implement this, a recursive multiple-chain estimation
scheme is designed, and in each chain, the prediction and
update procedure fully exploits the group transitional behavior
and historical inference data. Furthermore, a competition and
enhancement scheme is integrated to restrict the error propa-
gation of this recursive method. Simulations are provided to
validate the estimation performance of our ABF scheme in
the context of multiple TDD PUs. Based on the numerical
simulations, it is demonstrated that the new ABF algorithm can
significantly enhance the detection/estimation performance.
The resulting remarkable improvement on sensing accuracy
can potentially contribute to the harmonious coexistence of
shared access, and thereby facilitate the deployment of more
flexible and efficient small-cell. E.g., except for the improved
sensing accuracy, the estimated link quality further permits the
deeper optimization of resources, by enabling more intelligent

accessing and increased flexibility in spectrum reuse. Thus,
the new sensing paradigm and the designed ABF algorithm
will be of significance to future shared spectrum access.

ACKNOWLEDGMENT

This work was supported by Natural Science Foundation of
China (NSFC) under Grant 61471061, and the International
Exchanges Scheme of National Natural Science Foundation
of China (NSFC) and Royal Society (Grant 6151101238).

APPENDIX A: DERIVATION OF PREDICTED EXISTENCE
DENSITY

For each single-chain RFS, the jth predicted FISST PDF
will be expanded into Eq. (A1). Considering the case of
FFFn,j 6= ∅ (or sn,j = 1), the predicted FISST can be further
re-formatted to Eqs. (A2), see the bottom of the Page.

Further taking the 1-st order Markov model of transitional
incumbent states, the predicted density of a NULL case (there
is no active PU at time n− 1) is given by:

pn−1|n−1,j(∅|y1:n−1) = Pr{sn−1,1 = 0, · · · , sn−1,J = 0},

=
∏J

j=1
(1− qn−1|n−1,j). (A3)

Similarly, the posterior density that there is only one active
PU (e.g. the jth PU) is expressed as:

pn−1|n−1,j(sn−1,j |y1:n−1)

= Pr{sn−1,j = 1, sn−1,j′ 6=j = 0},

= qn−1|n−1,j ×
∏

j′∈J ,j′ 6=j
(1− qn−1|n−1,j′). (A4)

It is easily seen that the left of Eq. (A2) corresponds exactly
to qn|n−1,j . Substituting the above Eqs. (A3)-(A4) into (A2),
the prediction existence density is then written as Eq. (21).

APPENDIX B: DERIVATION OF PREDICTED SPATIAL
DENSITY

We still consider the case of FFFn,j = {hn,j}. Relying on Eq.
(A1), again this predicted FISST PDF will be re-formatted to
Eq. (B1), see the Bottom of the next Page.

It is observed that, from the expanded Eq. (B1), the predict-
ed posterior density involves also three components, i.e., the

pn|n−1,j (FFFn,j |y1:n) =

J∑
j′=1

∫
φn|n−1(FFFn,j |FFFn,j′)pn−1|n−1,j′ (FFFn−1,j′ |y1:n−1) δFFFn−1,j′ , (A1)

= φn|n−1(FFFn,j |∅)pn−1|n−1,j (∅|y1:n−1) +

J∑
j′=1

∫
φn|n−1(FFFn,j |FFFn−1,j′)pn−1|n−1,j′ (FFFn−1,j′ |y1:n−1) δFFFn−1,j′ .

pn|n−1,j (sn,j = 1|y1:n)

= pn|n−1,j (sn,j = 1|∅) pn−1|n−1,j (∅|y1:n−1) +

I∑
i=1

pn|n−1,j (sn,j = 1|sn−1,j′ = 1) pn−1|n−1,j′ (sn−1,j′ = 1|y1:n−1) .

(A2)
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birth component µb
n|n−1,j({hn,j}|y1:n−1), the survival com-

ponent µs
n|n−1,j({hn,j}|y1:n−1) and the transition component

µs
n|n−1,j({hn,j}|y1:n−1).
For the predicted existence densities, the following equation

holds for the jth RFS chain, i.e.

pn|n−1,j ({hn,j}|y1:n−1) = Pr(sn|n−1,j = 1)× fn|n−1,j(hn,j).
(B2)

Given Pr(sn|n−1,j = 1) = qn|n−1,j and with little manipu-
lations, we will immediately have Eq. (22).

From Eq. (B1), the sub-component of birth is specified by:

µb
n|n−1,j({hn,j}|y1:n−1)

, bn|n−1,j ({hn,j})× pn−1|n−1,j(∅|y1:n−1), (B3)

and where the predicted probability of a NULL case is given
by previous Eq. (A3). After substituting the expression of Eqs.
(A3) and (B3), we will obtain Eq. (23).

Then, the survival component psn|n−1,j({hn,j}|y1:n−1) and
the transitional component ptn|n−1,j({hn,j}|y1:n−1) are de-
fined by Eqs. (B4) and (B5), respectively, see the Bottom of
the Page. Similarly, the posterior density of time (n − 1) is
expressed as:

pn−1|n−1,j ({hn−1,j}|y1:n−1)

= Pr(sn−1|n−1,j = 1) · fn−1|n−1,j(hn−1,j).

Given the prior transitional density
φn|n−1,j (hn,j |hn−1,j) = Θk→k′,j , and further substituting
Eq. (A4) into the survival/transition components of Eq. (B4)
and (B5), we will obtain the expressions of Eqs. (24) and
(25).

APPENDIX C: UPDATE OF PREDICTED DENSITIES

Now, we update the posterior existence density qn|n,j and
the posterior spatial density fn|n,j(hn,j). Based on a Bayesian
rule and new observations yn, two posterior densities of

interest will be estimated recursively. To do so, we consider a
special case FFFn,j = ∅, thus the update equation will be:

pn|n,j(∅|y1:n−1) =
ϕn(yn|∅)× pn|n−1,j(∅|y1:n−1)

p(yn|y1:n−1)
. (C1)

As far as J separated chains are concerned, for each single
chain the denominator will be simplified to:

pj(yn|y1:n−1) = ϕn(yn|∅)× Pr(sn|n−1,j = 0)

+ Pr(sn|n−1,j = 1)×
∫
ϕn(yn|hn,j)fn|n−1,j(hn,j)dhn,j .

(C2)

From a viewpoint of each RFS chain, we have
Pr(sn|n−1,j = 0) = 1 − qn|n−1,j and Pr(sn|n−1,j = 1) =
qn|n−1,j . Relying on the previous Eqs. (C1) and (C2) as well
as the underlying relationship pn|n,j(∅|y1:n) = 1 − qn|n.j ,
we will conveniently obtain the updated a posteriori existence
density qn|n,j via the following relation:

1− qn|n,j =ϕn(yn|∅)(1− qn|n−1,j)
/{

ϕn(yn|∅)(1− qn|n−1,j)

+ qn|n−1,j

∫
ϕn(yn|hn,j)fn|n−1,j(hn,j)dhn,j

}
.

(C3)

For clarity, the likelihood ratio of two hypothesis (i.e. the
presence and absence of the jth PU) conditioned on the jth
channel state hn,j is denoted by:

rn,j(yn|{hn,j}) , ϕn(yn|hn,j)/ϕn(yn∅). (C4)

Replacing the expression of Eq. (C2) into Eq. (C3), qn|n,j
will be finally derived via Eq. (26).

Then, considering the other case of FFFn,j = {hn,j}, the
identity relation pn|n,j({hn,j}|y1:n) = qn|n,j × fn|n,j(hn,j)
will hold similarly. Further taking the derived qn|n,j in Eq.
(26), we can update fn|n,j(hn,j) via Eq. (27).

pn|n−1,j ({hn,j}|y1:n−1)

= φn|n−1,j ({hn,j}|∅) · pn−1|n−1,j (∅|y1:n−1) +
∑
j′∈J

∫
Hj′

φn|n−1,j (hn,j |hn−1,j′) · pn−1|n−1,j ({hn−1,j′}|y1:n−1) dhn−1,j′ ,

= bn|n−1,j ({hn,j}) · pn−1|n−1,j (∅|y1:n−1) +

∫
Hj

φn|n−1,j (hn,j |hn−1,j) · pn−1|n−1,j ({hn−1,j}|y1:n−1) dhn−1,j

+
∑
j′ 6=j

∫
Hj′

pj′→j × bn|n−1,j (hn,j) · pn−1|n−1,j′ ({hn−1,j′}|y1:n−1) dhn−1,j′ . (B1)

µs
n|n−1,j({hn,j}|y1:n−1) ,

∫
Hj

φn|n−1,j (hn,j |hn−1,j) · pn−1|n−1,j ({hn−1,j}|y1:n−1) dhn−1,j . (B4)

µt
n|n−1,j({hn,j}|y1:n−1) ,

∑
j′ 6=j

∫
Hj′

pj′→j × bn|n−1,j (hn,j) · pn−1|n−1,j′ ({hn−1,j′}|y1:n−1) dhn−1,j′ ,

= bn|n−1,j (hn,j)×
∑
j′ 6=j

∫
Hj′

pj′→j · pn−1|n−1,j′ (sn−1,j′ = 1|y1:n−1) dhn−1,j′ . (B5)
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w
(i)
n|n−1,j =

psn,j · qn−1|n−1,j
∏

j′ 6=j(1− qn−1|n−1,j′)
qn|n−1,j

×
Θ
(
x
(i)
n|n−1

∣∣x(i)n−1|n−1

)
ξn,j

(
xn
∣∣x(i)n−1, y1:n

) × w(i)
n−1|n−1, i = 1, 2, · · · , N, (D3-a)

pbn,j
∏
j

(1− qn−1|n−1,j) + pj′→j

∑
j′ 6=j

qn−1|n−1,j′
∏

j′′ 6=j′
(1− qn−1|n−1,j′′)

qn|n−1
·
bn|n−1

(
x
(i)
n|n−1

)
Bβn,j(xn|y1:n)

, i = N + 1, · · · , N +B. (D3-b)

APPENDIX D: IMPLEMENTATION OF PF
In principle, PF employs a group of random discrete

particles x(i) to approximate the non-analytical PDF, e.g.
the predicted spatial density fn|n−1,j(hn,j). Such simulated
particles are attached also with the evolving probability masses
(or weights) w(i) (i = 1, 2, · · · , I).

PF consists of two recursive operations [41], [42], i.e.,
(1) sequential importance sampling and (2) weights updating.
First, I particles are simulated from a proposal distribu-
tion (or importance function) π(xn|x1:n−1, y1:n), i.e., x(i)n ∼
π(xn|x1:n−1, y1:n). Second, the importance weights w(i)

n are
updated via:

w(i)
n = w

(i)
n−1 ×

p
(
yn|x(i)n

)
· p
(
x
(i)
n |x(i)n−1

)
π(xn|x1:n−1, y1:n)

. (D1)

Then, the particle weights will be normalized to 1, i.e.,
w

(i)
n = w

(i)
n /

∑
i w

(i)
n . In practice, a re-sample process is used

to discard particles of negligible weights [42].
PF Implementations: In order to approximate the pre-

dicted spatial density via fn−1|n−1(x) =
∑I−1

i=0 w
(i)
n|n−1 ×

δ
(
x− x(i)n|n−1

)
[12], [40], total (N + B) discrete particles

will be simulated from the proposal distribution, as in Eq.
(D2). Here, the proposal density is piece-wise, since the
spatial density fn|n−1(x) in the Eq. (22) involves multiple
components. To be specific, the first N particles correspond
to the survival component, while the following B particles will
approximate the birth/traditional component, i.e.,

x
(i)
n|n−1 ∼

{
ξn,j

(
xn|x(i)n−1, y1:n

)
, i = 1, 2, · · · , N, (D2-a)

βn,j(xn|y1:n), i = N + 1, · · · , N +B. (D2-b)

Replacing the related densities into above Eq. (D1), the
associated weights will be updated via Eq. (D3), see the
Bottom of the page.

Proposal Densities: The birth density and the other survival
density in Eq. (D2) are of great importance, which shall be
properly designed.

For the birth component, we suggest an adaptive density by
fully exploiting the MAP estimation of time (n−1) as well as
the a priori transitional densities of fading channels. For the
time (n−1), denote the estimated channel state of the jth PU
with ĥn−1,j , i.e., ĥn−1,j = arg max

hn−1,j∈Hj

fn−1|n−1,j(hn−1,j).

First, we expand this single state ĥn−1,j to a small set
H′n|n−1,j by increasing the estimation diversity, i.e.,

H′n|n−1,j , {hn−1,j = Hk,j |ĥn−1,j = Hk′,j , |k − k′| ≤ 1},

and then, each states in H′n|n−1,j will transit to one feasible
subsequent state according to the prior TPM ΘΘΘj . By doing so,
a group of new birthed particles of time n will be derived.

For the survival density ξn
(
xn|x(i)n−1, y1:n

)
, we use directly

the posterior density of time (n−1) [16]. With the new particle

weights
{
x
(i)
n−1|n−1, w

(i)
n−1|n−1

}I−1

i=0
, the posterior density of

time (n − 1) will be estimated, via which N particles are
simulated. Thereafter, such N particles will be survived to
time n.
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