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Abstract—By promoting spectrum efficiency and transmission
reliability, link adaptation (e.g., adaptive modulation) is one of the
enabling technologies for next-generation 5G communications.
In this paper, we investigate the recognition of adaptively modu-
lated signals, which remains still as an unexploited area as far as
we are aware, especially in the presence of time-varying fading
channels. A unified model, relying on the dynamic state-space
approach, is formulated, which thoroughly characterizes the
coupling relationship between two hidden states, i.e., unknown
modulation schemes and fading channels. In contrast to existing
schemes marginalizing directly out random fading effects, a joint
estimation paradigm, which relies on the Bayesian stochastic
inference and a maximum a posteriori criterion, is developed to
acquire time-correlated fading states sequentially, at the same
time of recognizing unknown modulation schemes. In order to
alleviate the computation complexity, two simplified schemes, i.e.,
fading-driven and goal-oriented, are designed. It is demonstrated
that, by fully exploiting the underlying dynamics of the estimated
fading gain which is modeled by a discrete-states Markov chain,
the recognition performance of adaptive modulations will be im-
proved significantly. The proposed system model and a sequential
estimation framework, by providing additionally the dynamic
fading channels, may be of great promise to more flexible and
effective link adaptations.

Index Terms—Next-generation communications, 5G, link adap-
tation, adaptive modulation, dynamic modulation recognition,
time-varying fading, sequential Bayesian estimation.

I. INTRODUCTION

DAPTIVE modulation is one of the key enabling tech-
niques for next-generation communications (e.g., 802.
11ac and LTE-A) [1]-[3], which is intended to promote the
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link adaptation performance. In order to maximize both the
spectrum efficiency and transmission reliability, the optimum
modulation scheme should accommodate the current channel
condition [4], e.g., the probed channel state information (CSI)
[5]. As a flip-over procedure, the modulation recognitions,
aiming to identify unknown modulated signals from a pre-
scribed finite set, should be carried out by receivers premised on
a sequence of noisy observations [6]. Despite intensive studies
in the military community [7]-[9], modulation recognitions
have drawn wide interests recently in commercial communi-
cations, e.g., dynamic spectrum sharing [10] and interference
awareness (e.g., device-to-device) applications [11].

As in most information interception scenarios, €.g., non-co-
operative detection or interference mitigation, the modulation
recognition has to be accomplished in a blind manner [6].
That means, there is no a priori information (i.e., the pilot or
preamble sequence) can be utilized. Typical blind recognitions
may occur in either homogeneous or heterogeneous com-
munications, in which the preamble (or overhead) is usually
unavailable due to the consideration of transmission efficiency
or the lack of coordination [10], [11]. Taking a homogeneous
cellular network for example, multiple-users (e.g., with mul-
tiple input and multiple output) may be not perfectly orthogonal
due to imperfect CSI. As a consequence, the multi-user inter-
ference will be aroused, where the modulation mode usually is
unknown to other receivers [11]. For heterogeneous networks
operating in the overlapped frequency band, e.g., wireless
local area networks (WLANs) and ultra-wideband (UWB),
the modulation scheme of the interfering signals from another
uncoordinated system (e.g., 802.11ac) may remain also blind
to the interfered devices (e.g., UWB).

Traditional techniques on modulation recognitions may be
summarized into two categories, i.e., feature-based methods and
likelihood-based approaches [6]. The first scheme involves two
steps, i.e., feature selections (e.g., cumulates, wavelets or corre-
lations) and pattern classifications (e.g., blind clustering, neural
networks or support vector machine) [12]-[17], which is practi-
cally immune to imperfect conditions, e.g., model mismatch or
completely blind cases [18]. The second one, instead, exploits
the statistical likelihood of received signals (e.g., the channel in-
formation and noise variance) [ 18]-[24], which is optimal under
a common assumption of the uniform prior, in the sense that it
minimizes the average probability of false classifications of a
finite number of candidates. Such maximum likelihood (ML)
methods, therefore, are of great promise to realistic applications
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and has been studied extensively [6]. To further make this com-
putationally complex scheme viable, simplified or near-optimal
ML schemes with the lower complexity burden have been in-
vestigated, for example, the look-up tables (LUTs) [10] and the
mixed online/offline ML techniques [18].

Other than the implementation complexity, another major
obstacle in applying the ML-based recognition technique is
that it relies heavily on the complete CSI (e.g., the fading
channel). In order to cope with unknown channel parameters,
the average likelihood ratio test (ALRT) and a family of similar
methods have been proposed [6]. In [22] and [25], a joint esti-
mation scheme is investigated based on the method of moments
(MOM), with which the fading chanel is derived from several
statistical moment equations. In order to precisely calculate
higher-order moments [22], [25], the computation burden and
the time consumption of this approach may be unaffordable.

As far as future mobile scenarios are concerned [26], adaptive
modulations would be implemented in accordance with variant
fading channel [27]. Adaptive recognitions under time-varying
fading effects, furthermore, will bring two new challenges.
First, the modulation schemes would be selected adaptively
according to time-correlated fading conditions, which will tend
to be mutually dependent. As a consequence, the modulation
candidates, which are coupled with time-varying channels, are
no longer uniformly distributed, i.e., with the a priori density
changing with times. In such cases, most ML-based approaches
become not optimal. Second, the varying unknown fading will
arouse the noticeable uncertainty in received signals, making
the likelihood function not accurate anymore. More impor-
tantly, the next-generation communications demand for more
flexible and effective link adaptations, indicating the CSI (i.e.,
fading channels) should also be acquired sequentially in real
time. Most conventional schemes, e.g., the MOM method, fail
unfortunately to track time-varying fading channel adaptively
and may be less attractive in realistic applications.

To the best of our knowledge, there are few works in the lit-
erature reported on the design of dynamic or adaptive modula-
tion recognition in more challenging time-varying fading chan-
nels. In this paper, we present a promising Bayesian recogni-
tion approach for such adverse environments. A major innova-
tion of our scheme is that, relying on a new formulated dynamic
system model and a sequential estimation algorithm, the dynam-
ically transitional property of time-correlated channels will be
fully utilized. Adaptively modulated signals, therefore, can be
recognized by estimating time-varying fading gains jointly. To
sum up, the main contributions of this work are summarized as
follows.

1) A new mathematical formulation, which is premised on
the dynamic state-space model (DSM), is proposed. In
sharp contrast to existing recognition models, the dy-
namic behaviors of realistic time-varying fading channels,
which are characterized by a discrete-state Markov chain
(DSMC), is concerned. Meanwhile, the coupling relation-
ship between time-dependent unknown fading gains and
adaptively modulated signals is taken fully into accounts.

2) A sequential Bayesian estimation algorithm, which derives
time variant fading channels and unknown modulation
candidates jointly, is developed. By maximizing the joint

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 63, NO. 16, AUGUST 15, 2015

a posteriori density, the fading gains accompanying un-
known modulation candidates are estimated sequentially.
Given different maps from the signal to noise ratio (SNR)
to modulation candidates, two simplified schemes are
developed in order to alleviate the computational com-
plexity. With the maximum a posteriori (MAP) paradigm,
the underlying dynamics of time-correlated fading channel
could be thoroughly exploited and, consequently, the
recognition performance is enhanced.

3) The estimation performances of both fading channels and
the average recognition accuracy are investigated based
on numerical experiments. It is shown that, even with
time-varying fading propagation, the adaptive modulation
recognition will be effectively realized, by acquiring
unknown fading gains simultaneously. Compared to the
existing counterpart, e.g., the ALRT scheme, the proposed
scheme may promote the recognition accuracy signif-
icantly, by exploiting the dynamics of time-correlated
fading gains.

4) The proposed scheme creates a unified paradigm for like-
lihood-based adaptive modulation recognitions. The new
algorithm can be considered as a dynamic MAP approach,
as distinguished from traditional static likelihood, which
provides an effective tool to handle various modulation
recognitions. Despite focusing on unknown fading gains,
the formulated DSM as well as the joint Bayesian esti-
mation algorithm can be extended conveniently to some
other realistic non-ideal scenarios, e.g., in the case of un-
known noise variance or timing deviations. In general, the
proposed scheme may lead to the more flexible and ef-
fective link adaptation solutions for next-generation 5G
communications.

The rest of the article is structured as following. In Section II,

a new general DSM is formulated for adaptive modulation
recognition in realistic time-varying fading channels. Then, a
sequential Bayesian algorithm is introduced in Section IV. On
this basis, two simplified recursive algorithms, which jointly
estimate dynamic fading channels and unknown modulation
candidates, are further designed. In Section V, simulations and
performance analysis are provided. Finally, we conclude this
investigation in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Link Adaptation With Time-Varying Fading

An illustration of adaptive modulation in the context of time-
correlated fading channel is given by Fig. 1. As shown in the
right sub-figure, the fading gain «,, is assumed as common to
follow the a priori Rayleigh distribution, i.e.,

o

a 2
fla)= % e (s ). O

where o2 denotes the variance of Rayleigh distribution.

For the emerging applications with unrestrained mobile users
[1], [26], the fading channel o, may become time variant [27],
as shown by the middle figure. For the common slowly varying
channel, «,, of discrete time n will be related with the past
fading state o, 1. As in the /eft sub-figure, the modulation can-
didate is selected according to the current channel condition.
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Fig. 1. Adaptive modulations in time-varying flat-fading channels. The left
gives multiple modulation candidates. The middle figure shows Rayleigh fading
amplitudes varying with time. The right demonstrates the statistical probability
density function (PDF) of fading amplitudes.

B. Dynamic State-Space Model

In the consideration of more challenging dynamic modulation
recognition under time-varying fading effects, a new stochastic
DSM is formulated as follows.

Qp = A(an71)7 (2)
Cn = T(Odn), (3)
Z, — Z(arm eny Cp,y wn,m)' (4)

Here, (2)—(3) are referred to as dynamic equations, while (4)
is the measurement equation [28].

1) The stochastic transitional function A(-) : R! — R!
gives the dynamic behaviors of hidden time-varying fading
states o, € A C R of the (n — 1)th time slot, which is
characterized by the 1st-order Markov process.

2) The other transitional function 7'( - ) : R* — Z! prescribes
the map from the current fading state ¢, to a single mod-
ulation candidate ¢,, € C < 7.

3) The observation function Z( - ) : R™ — RM describes the
coupling relationship between the hidden states (i.e., a,,
¢y, and the channel phase 8,,) and the observation z, C
RM , which is composed of M discrete samples zn’m(m =
0,1,---, M —1).

Note that, based on two considerations, the hidden state o,
in (2) accounts only for the time-varying fading gain. First,
the temporal channel condition, incarnated essentially by the
SNRs (or link gains), is the dominant factor of adaptively se-
lecting a modulation scheme. Second, the time-dependence of
realistic fading is mainly exercised by its gains, while the un-
known channel phase 8,, is usually distributed uniformly [29].
In subsequent analysis, therefore, the channel phases €,, will be
treated separately as another unknown quantity.

For the ease of analysis, two points are assumed in the estab-
lished DSM model.

1) The random noise involved by the measurement
process, denoted by w,, ,, € R!, is assumed to be the
zero-mean additive white Gaussian noise (AWGN), i.e.,
Wn,m ~ CN(0,02), which is independent and identically
distributed (i.i.d) and remains also independent of two
hidden states «,, and c,,.
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2) The fading channel is assumed to be slowly varying.
The fading gain o, will be invariant in L, transmission
slots, where L, is inversely proportional to the maximum
Doppler frequency shift fp, i.e., L, « 1/ fp. That means,
o, will be independent of different sample index m.

Next, we will elaborate on each dynamic equations and the

measurement equation.

C. Time-Varying Fading Channel

For emerging applications with mobile devices (e.g., LTE-A)
or relative movements, the time-correlated fading channel will
be commonly encountered. The dynamic behavior of time-de-
pendent fading channels, which evolves with times, can be mod-
eled as a DSMC [29]. It is shown that the DSMC will reflect
the dynamic nature of time-varying fading channels effectively
[30], [31], which is also a sufficiently good match to the statis-
tical model, e.g., Clarke’s model.

For most realistic fading, the stochastic property of its time
correlations is stationary or ergodic, e.g., characterized by a
wide sense stationary uncorrelated scattering (WSSUS) model.
Thus, the DSMC model is assumed to be stationary, which
is reasonable in many communication scenarios, e.g., with
the channel statistics changing slowly over time [32]-[34],
[38]. The transitional probabilities of fading channels, as a
consequence, will be independent of n.

For convenience, an indecomposable DSMC is con-
cerned. That is, if we denote the stationary probability vector
T = [mo, 71, -+, Tx _1)T with 7y £ Pr{a, = Ag), we will
have PTw = & [34], where Ay € A is the representative fading
state and Py« = {Pk'l—)kw ki,ks € [0, 1, K — 1]}
denotes the transitional probability matrix (TPM) of a,,, i.e.,

Pryr
Py o Py sy PO—»(K—I)
P Py Pl—»(K—l)
Prx 10 Pr-1-1 P _1)sx-1)

(%)
where each elements Py, i, specifies the transitional proba-
bility from the state k; to the state ko, i.c.,

Pklakg é Pr (an/ = Ak2 ‘an’fl = Akl) .

Q)

In the above formulation, the discrete state a,/ is treated as
an unknown output belonging to one feasible set 4 = {A;, k €
[0,1,---, K —1]}. Here,n' = |n/L,| refers in particular to the
time slot where the transitions of slowly varying a,, occurs. In
order to determine a specific DSMC, e.g., A and P« g, firstly
the nonnegative fading amplitude « (or the received SNR) will
be partitioned to K non-overlapping regions, relying on a group
of SNR thresholds & = {s1, 52, -, sk} or, equivalently, an-
other group of gain thresholds G = {g1, 92, - -, gk }. If we fur-
ther define gq £ 0 and 9K 2 00, then we have:

G ={l90,91),[91,92),-- -, [9k 1,9K)} - (7

As a feasible assumption, here the SNR (or fading gain)
thresholds of the adaptive modulation scheme protocol (e.g.,
IEEE 802.11ac) is known as a priori knowledge.

Given the statistic PDF of fading gain, e.g., the aforemen-
tioned Rayleigh PDF f{«}), the steady probability that ¢, re-
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sides in the kth region [gx, gx+1), and the corresponding dis-
crete state are derived respectively by:

gr+1 1 ge+1
T :/ fla)da, A, = — x / af(a)da.  (8)
9k Tk 9k
Under an equiprobable partition, i.e., 75 = 1 /K, we may
easily derive the partitioning bounds by g7 = —202In(1—k/K)
[29], [34]. Finally, the transitional probability Py, %, will be
determined from:

Pkl—‘k2 =Pr {an' < [gk27gk2+1)|an’—1 S [gk1vgk1+1)}
1 Jka+1  LIki+1

= / / f(an’—h an’)dan’—ldan’y
k1 9ko 9kq

T
©)

where f(ap/_1, @,/ ) is the bi-variate Rayleigh joint PDF.

For analytical simplicity, here we adopt the 1st-order FSMC
model [33], which is usually viewed as a good match with the
popular statistical fading models (e.g., Clarke’s model). Thus,
the current fading state «,, is only associated with the previous
state a,, —1, while statistically independent of all remaining past
states «,, p, and future states o, 1, (120 > 1). To be specific,
we now have Py, ,x, = 0 for |[k; — k2| > 1. So, the TPM
P i . k can be further simplified to (10), shown at the bottom of
the page.

In practice, we evaluate the transitional probabilities by uti-
lizing the level crossing rate (LCR) N, which refers to the
number of times per second that the fading amplitude crosses
g, in a downward direction [29]. So, we have:

V2 fpgk < gi)
———— xexp|—2£],
o o

Relying on LCR, the transitional probability will be
approximated by Pk, sk, = 'ty /Ri, [32]-[34]. Here,
Ry, = 7w, /(MTs) is the average number of sensing slots per
second in the state k;, and T denotes the sample time.

J\“Tk =

(11)

D. Mapping Criterion

During the transmission slot n, a modulation scheme ¢,, =
C; € C C 7" will be adaptively selected by a transmitter, coin-
ciding with the dynamic channel condition or the fading region
A, € ACRYk=1{1,2,---,K}. The modulation cardinality
is denoted by |C| = L. In the receiver-end, the blind recog-
nition! will be performed and, as distinguished from existing
schemes, the fading gain (or region) will be estimated jointly.

INote that, the term “blind” refers specifically to the absence of a priori pre-
amble sequence. Strictly speaking, the designed joint estimation scheme should
rely on some partial information on channels, e.g., the a priori fading distribu-
tion and its variance. In order to differentiate from the pilot (or training pre-
amble) assisted recognition schemes, however we may still refer the designed
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Then, the modulation candidate will be derived according to the
specific mapping criterion in (3), and the estimated fading con-
dition (i.e., channel gain) is reported to the transmitter via a feed-
back channel.

We firstly consider a simple single-to-single (S2S) map
Tsas(-) : RY — 7', which coordinates each fading gain
o, € A with a unique modulation ¢,, = Cj. In the case, we
have L = K, i.e.,

Tsas(a, = Ag) = Cp,l = k. (12)

In the other many-to-single (M2S) case, instead, there may
exist K fading states (2 < K; < K) mapped to one single
modulation (7, i.e.,

Taras(an = Ay € A) = Cp, | Al = K, (13)

where A; C .A denotes a sub-set of fading states having the
same assignment with ¢, = C; (0 <1 < |C]), i.e.,

A 2 {AL|Tasas(AL) = Taras(Aw) = Cr, |k — K|
< K- 1}.

Note that, despite a unique modulation candidate of the M2S
map, in practice different coding rates (e.g., the convolutional
code of 1/2 rate and 2/3 rate) will be used among .4;, which,
nevertheless, will not be resolved by a modulation recognizer.

Based on the elaboration above, it is found that the a priori
density of adaptive modulations now becomes time-correlated
and not uniformly distributed. More specifically, in the nth slot
the prior probability of the /th modulation candidate, denoted
by p(e, = Cp), is given by:

plen)
— {pnnl(cn = Cl|cn71 = Cl’)7 ll - ll| <lo, (143)

0, 1—1|>1, (14b)

where py,jn—1(cn = Cil¢n 1 = Clr) accounts for the time-de-
pendent prior transitional probabilities of the nth transmission
slot, e.g., from the I'th candidate to the Ith one. Here, Iy de-
notes the maximum transitional interval between adjacent can-
didates. For the concerned 1st-order DSMC channel, we will
have Iy < 1 for both the S2S and M2S maps.

Due to the coupling relationship of 7(-), the prior transi-
tional density will be further associated with the dynamic tran-
sitions of fading states. Taking the S2S map for example, i.c.,
L = K and T(Ay,) # T(Ar,) when ky # ko, the prior transi-
tional probability is specified by:

pn\nfl(cn = C’llcnfl - Cl’)

semi-blind algorithm as a blind one. = pn\nq(an = Ap,lan_1=Ag ). (15)
IVPOAO Fy . 0 0 s 0 0 0 -|
Plgo P1A1 P14)2 0--- 0 0 0
Pryrx = : : : s : (10)

0 0 0 0
0 0 0 0

Pl 2y (x-3)

Pix_2ys(x-1)
Pix_1ys(x-1)

Pix_2ysx-2)
0 Pl -1)—x-2)
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For the other M2S map, i.e., L < K, we have:

pn\nfl(cn - 01‘67171 - Cl’)

-y

ALET ~Yen=0C)

Prin—1(an=Ar € Ailan 1=Ap € Ay),

(16)

where T ~1(e,, = C)) results in a sub-set A; C A of the fading
states.

It is noted that, in contrast to more complicated bit-loading
mechanisms allocating various bit/modulation modes to dif-
ferent sub-carriers [35], in the threshold-based mapping scheme
a single modulation is adopted by the transmitter as in most
recognition scenarios [3], [6], which, however, requires also
the side channel condition (i.e., the estimated fading states or
the SNR regions).

From the above analysis, the formulated adaptive recognition
keeps dramatically different from existing models in which both
the dynamic behaviors of fading channels and the non-uniform
prior densities of modulation candidates are rarely concerned.
Such static recognition schemes, therefore, will be less attrac-
tive in future adaptive modulation scenario.

E. Observations

With unknown time-varying fading channels and the blind
modulation scheme, in practice the received equivalent signal
is written to:

zn(t) = ane 0 x Z v/ EsRe {sn,me*j‘b"'m} + w(t)

m=1

where j = v/—1 denotes the imaginary number. E, represents
the average power of the emission signals; s, ., and ¢y, ,, are
the amplitude levels and phases of the (J; equi-probable con-
stellation, respectively; PRe (- ) gives the real part of a complex
variable. For simplicity, we consider in the analysis the received
SNR can be measured [36], [37], and therefore, the transmitting
power E, will also be known.

Conditioned on the I/th modulation candidate of the nth slot,
the received baseband signal is further expressed as:

Zp.m = Qny Eseijw)n’m(lprgn}57l,m(l) + Wn,my Cn = Cl-

a7

The amplitudes levels and phases of the /th modulation con-
stellations (0 < [ < |C| — 1) are given by:

MPSK: ¢nm() = 297/Qu,
Snm(l)zl —0717"'7Ql_1§
MQAM :  ¢pm(l) = tan! {Re[sp, 1 (1)]/IM [s.m ()]},

Snn(l) = A/ B [0 (O)] + I [50.m (D),
Re Sn,m(l)]ajm [Sn,m(l)] c{2¢—-1- \/@}7
g=1,..., \/@,

where ; denotes the total number of equi-probable constella-
tions of the Ith candidate; Jm ( - ) accounts for the image part of
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a complex variable. Without losing generality, five commonly
used digital modulations will be considered, i.e., BPSK, QPSK,
8PSK, 16QAM and 64QAM [38].

F. Likelihood of Observations

The PDF contains useful statistic information of the obser-
vations. In classical ML schemes assuming a uniform prior, the
likelihood function, conditioned on the time-varying fading gain
«,, and the i.i.d. Gaussian noise, is given by:

n(2nlon) = II Z 271'(72 21|C|
m=1C;eC
1 0N ST itnm () ?
X exp "2 Zn.m — @nexp(—70,)\/ Ese 7Pmm sn,m(l)’ .

(18)

The equivalent logarithmic-form of the likelihood func-
tion, also referred to a Log-likelihood, i.e., An(2Zn|a,) =
logwn (Zn|ay), is usually used in practice [18], as in (19).

An (Zn |an)

M
1 1 .
= U E In E exp |:—U_%u |Zn,m — anexp(—346,)

m=1 c,eC
2
X \/\exp J(ﬁnm )]Snm( )‘ :| —1In (27’(’01'6')
(19)

It has been found that, when unknown fading parameters
(e.g., o) are taken into accounts, the performance of the static
ML schemes will be degraded seriously [6], [25]. In order
to combat this realistic challenge, many schemes have been
developed, e.g., ALRT [6] and MOM [25]. As far as both the
implementation complexity and the recognition performance
are concerned, most existing techniques may be ineffective in
the context of time-varying fading channels.

In the literature, the unknown parameters will be either esti-
mated (e.g., the MOM scheme) or marginalized (e.g., the ALRT
method). The calculation of high-order moments or the mar-
ginal integration on likelihood densities, nevertheless, will be
computationally extensive and may even prohibitive. Besides,
such existing schemes (e.g., the MOM scheme or Hybrid LRT
schemes), which requires a long observation sequence to derive
accurate estimations, are not adaptive to the time-varying fading
channels [22], [25].

More importantly, the dynamic property behind time-corre-
lated fading channels should be exploited to further promote
the performance. As demonstrated, the proper exploitation of
such dynamics (or temporal memories) will result in the re-
markable improvement on estimation/recognition performances
[29], [33], [41]. Both the MOM methods and ALRT techniques,
unfortunately, ignore the non-uniform prior and underuse the
time-correlated fading channels. By focusing only on instan-
taneous statistical behaviors of fading (e.g., statistic PDFs or
high-order moments), most existing ML approaches fail to track
time-varying fading states sequentially and cannot utilize the
underlying dynamics thoroughly.
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G. Pilot-Assisted Channel Estimations

In some specific scenarios (e.g., a homogeneous LTE net-
work), the a priori information (such as the pilot sequence) can
be utilized to estimate the time-varying fading channel before
the recognition process. In contrast to blind approaches, then the
maximum likelihood estimator (MLE) will be suggested with
the assistance of pilot [40].

Given the training sequence b = [biby--- ch]H of
the length N., the received signal vector is then given by
z,, = Ba,, + w,,, where the diagonal signal matrix is specified
by B = diag{b; b2 --- by, } and the channel response is
a, = [an1,-..,a, n,]T. If define B, as an N. x N, diagonal
matrix with its elements are all equal to o2, it is easily found
that the conditional PDF of z, is Gaussian distributed, i.e.,
p(znla,) — CN(Bay,,X,). Thus, the MLE of a,, should
maximize the likelihood density p(z,, |, ), i.e.,

~MLE
n

& = arg max p(Zn\an)

a, ECNe

—arg min (2, — Ba,)? 2, (z, — Bay,).
a,eCNe

(20)

With the above linear and Gaussian model, the MLE of un-
known fading channel is given by:

o't = (B 'B)'BYS 'z, (21)

where (-)¥ represents the conjugate transpose. Note that, for

the considered quasi-static (or slowly-varying) fading channels,

we may have o, ; = a,. Based on (21), therefore the estimation
of slow-varying fading channel is finally derived from &, =

1 Ng oo
X 2 Gy

III. DYNAMICAL MODULATION RECOGNITION

In order to conform to the formulated DSM of (2)—(4), the
emphasis of the following analysis is put primarily on the time-
varying fading gain a,,, provided the channel phase 8,, has been
known by a recognizer preliminarily. Note that, however, the
channel phase 8,, will usually remain unknown, as in most re-
alistic applications. Fortunately, the generalization of the new
DSM and the designed estimation scheme to unknown channel
phases, as seen from the subsequent Section III-C, is straight-
forward in practice.

A. Sequential Map

In contrast to classical ML-based approaches, a sequential
MAP paradigm is developed for adaptive modulation recog-
nitions, by fully exploiting the dynamic behaviors of variant
channel. Our sequential Bayesian recognizer will depend on the
joint posterior density

(drn én) =arg max p (any cn|zO:ns &oin—1, éO:n—l) ,(22)

an€Ad e €C
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where ¢y, = {co,¢1,"*+,¢n} accounts for the trajectory of
modulation candidates until the nth slot; ayg.,, and zg.,, repre-
sent two trajectories of time-varying fading gains and received
observations, respectively.

To facilitate the derivation of the sequential MAP mecha-
nism, two hidden states are denoted by one single state vector,
ie, X, = {cn,a,} € C x A C R2 As the effective tool,
the Bayesian predict-and-update scheme is suggested [41], [42],
which recursively derives the posterior distribution of X, on re-
ception of z,,.

1) Predict Stage: Let pp_1jn—1(Xn_1|21:n—1) be the pos-
terior density of the transmission slot n — 1. Given the 1st-
order Markov chain and a priori density p(Xg), the 1st-step
prediction density py,|,,—1 (X, |21., 1) is then obtained via the
Chapman-Kolmogorov equation:

pn\n—l (Xn‘zlznfl) = /

)(-n—lCH2
X pnfl|nfl (Xn—l |z1:n—1)an—1-

¢n\n—1(Xn|Xn71)
(23)

Here, the traditional density ¢, ,_1(X,|X, 1) is related
with different mapping rules between fading gains and modu-
lation candidates. For an S2S map, it becomes:

¢n|n71(Xn|anl)
= pn\nfl {Cn = T(an)*, Qp = Ak|cn71 = T(anfl)a
Qp—1 = Ak’}

= pn\'nfl(an = Ak‘anfl = Ak’)' (24)

For another M2S map, the above transitional density is still
equivalent to that of dynamic fading states, i.e., [see (25a)—(25b)
at the bottom of the page].

2) Update Stage: Based on the current measurement z,, and
the likelihood density ¢, (z,|X,,), the Bays update will be ap-
plied to refine the predicted density, i.e.,

@n(znan)pn\nfl(anzlznfl)
an ¢n(zn|Xn)pn\n—1 (Xn‘zlznfl)dxn ’
(26)

pn\n(Xn|z1:n) =

With the above predict-and-update propagation, the target
joint density py),(Xn|21.n) will be computed sequentially.
Note that, here the likelihood on(2,1X,,) actually denotes
©n(2n]|X,, 0,), i.e., assume the unknown phase 4,, has been
acquired preliminarily.

It is noteworthy that, with the DSMC model, the marginal
integrations in (23)—(26) can be replaced by summations. Even
so, the computation complexity may still be intensive [18]. The
main reason lies in that, as noted from (16), the computational
complexity of calculating all kinds of likelihoods is proportional
to O(LMQ,, ), Where Qmax is the maximum number of L
types modulation constellations, i.e., Qmax = max{Q;,0 < [

n|n— n — A in_1 = A, ,
¢”‘"*1(Xn‘Xn—1) = {p | 1(0& k|a 1 k )

0,

an, € T e, =),
an ¢ T ew=0C).

(25a)
(25b)
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< L — 1}. For (26), the total computation will further become
O{max(M,K) x LMQ,...}-

In the following section, we will simplify the above two-
step recursive estimation, with a main objective of alleviating
the computational burden while insignificantly deteriorating the
recognition performance.

B. Simplified Algorithms

Since different mapping rules may affect the estimation
strategies of two hidden states ¢,, and «,, in the following we
will study the S2S and M2S mapping rules, respectively.

1) 828 Map: During a simple S2S map, as each fading state
corresponds to one single modulation candidate, the predict
process may be reformulated to:

(@)
pnlnfl(Xn|Z1:n71) i pnlnfl(an‘zlznfl)a

- Z pn|n71 (an lov'nfl)pnfllnfl (a'nfl ‘lenfl)-
an-1€A

@7

Here, (a) is premised on (24). Note that, in the previous time
slot (n — 1), the optimal estimation of fading gains has been
derived by maximizing the posterior probability, i.e.,

ap 1 = arg ma;e( Pn-1n- 1(Oén 11Z1:n 1) (28)

QX —1
In high SNR regions, it may be further assumed that the pos-
terior term P, 1|, —1(Gn—1/21.:n—1) is dramatically larger than
the others, i.e.,

pnfl\nfl(&nfl |Z1:nfl)

>>pn71|n71(an71 € anllzlznfl): (29)

where B,,_1 £ A — {&n 1} accounts for the difference set
between A and {&,_1}. Le., for any element 2 € B,, 1, we
have z € Abutz # &,_1. Thus, we may approximate the
predict term in (23) by:

pn\n l(Xn‘Zl:nfl)

(a)
—pn\n 1(an|an 1)pn 1in— l(an 1|z1n 1)

(b

=~ pnlnfl(anldnfl)- (30)

Here, (a) holds due to (24) and (29), and (b) is based
on the approximation of p, 1),—1(dn 1[Z1m-1) = 1,
by further checking (29) and the constraint relationship

ZanE.A pnfl\nfl (dn—l |zlin—1) =1
Similarly, the update process will be rewritten as:

pnhl(x'n'zl:n)
N ‘Pn[zn‘aru Cn = T(an)] X pn\n71(Xn\len71)

B ZaneA nlZnlon, cn = T(an)] x pn\nfl(Xn|zlzn—1) .
(31)
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It is seen from (26) or (31) that the resulting term of the de-
nominator, i.e., @ (Z,|21.,—1), will become a constant with re-
gards to a,,, as it has marginalized a,, out, which is naturally
independent of different feasible states a,. Further combing the
predict term of (30), we may simplify the updated posterior den-
sity into:

pnln(Xn‘zl:n)
X ©Qp [Zn|any Cpn = T(an

~ (pn[zn|an7 Cp = T(an

(32)
(33)

)] X pn\nfl(Xn|Z1:n71);

)] X pn\nfl(anwénfl).

There are two points worth noting in the above simplified
predict process in (30) and the update process in (33).

First, although the term p,j,_;i(an|d,_1) in (30) speci-
fies a simple transitional density, it still can be regarded as
the sub-optimal predicting density, as it essentially involves
both the previously posterior information and a priori den-
sities. The main difference is that, rather than involving the
posterior density p,_1j5n—1(0n1|Z1:m 1) explicitly, the sim-
plified term has incorporated the posterior estimation (e.g.,
b1 = arg max L Pr—iin- 1{@n_1|Zz1.n—1)) of the slot

(n—-1) effectlvely 1nt0 the slot n. Thus, the simplified predict
and update densities are still propagated sequentially and,
therefore, the recognition performance will not be remarkably
compromised (especially in high SNRs).

Second, compared with the classical two-stage recursive
propagation of (23) and (26), the computational complexity of
the simplified process is reduced remarkably. For the assumed
Ist-order DSMC (i.e., |k2 — k1| < 1), the complexity can be
measured by O(LMQ,,...). That is, from (28) and (30), the
likelihood functions will be computed by three times in each
recursively updating procedure. In comparison, the complexity
of an ALRT scheme is about O(KLMQ in order to
marginalize the unknown fading gain.

Based on the log-likelihood, the updated posterior density
will be re-formatted to:

max) >

pn\n(Xn|z1:n)
 In {‘pn[zn‘avm Cn = T(an)] X pn\n71(04n|21:n71)} )

~ A(Zp|an) +10pyjn 1 (n|dn 1).

With the sequentially propagated posterior density, the MAP
estimations of the variant fading state and the associated modu-
lation candidate are obtained via (34)-(35), shown at the bottom
of the page.

2) M2S Map: The estimation scheme developed for the
S2S mapping, in practice, can be referred to a fading-driven
method, which can be conveniently applied to an M2S map. It
is seen that such a fading-driven method will firstly estimate

én = T(an).

OAv'n = arg Dr‘ng)j{A(anan) + lnpn\nfl(an|&nfl)} )

(34
(35)
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the fading channel «,,, and then directly obtain the modulation
scheme from ¢,, = T'(a,, = Ay). Since multiple fading states
correspond to one modulation candidate in the other M2S rule,
a different estimation strategy may be suggested intuitively.
This 2nd simplified scheme, referred to the goal-oriented
method, will instead estimate the unknown modulation candi-
date directly.

Based on the prior transitional density py,|,,—1(¢n|cn—1) and
the previous information, firstly the predict process can be de-
rived via:

pn\nfl(cn|zlznfl)

= Z pn\nfl(cn|cnfl)Xpn71|n71(cn71‘zlznfl)' (36)

cn-16C

With the estimated candidate ¢,, _; and the similar simplifi-
cations in high SNRs, i.e., (27)—(30), the predicted density is
calculated by:

pn|n—1(cn|z1:n71)
~ pn\nfl (Cn|én71) X pn71|n71 (énfl lzlznfl)a (37)
ﬁpn\n71(cn|én—1)- (38)

Thus, the predicting process will be realized effectively by
(16). Before elaborating on the updating strategy, we may firstly
consider a practical scenario that is of significance to the de-
signing of the goal-oriented method.

Assume a, 1 € T 1Y) = {Ar,Ax_1} and o, €
T—l(cl+1) = {Ak-i-ly Ak_l'_Q} (i.e., ‘A[l = l-AH—l‘ = 2) and the
fading state of the (n — 1)th time slot has been estimated, e.g.,
bn—1 = Ay and é, 1 = C;. In the nth time slot, then the prior
of residing in ¢,, = ( is calculated via p(c,, = Cy|ép, 1 =
Cl) = p(an = Ak|dn—1 = Ak) +p(an = Ak—1|an—1 = Ak),
while the prior transiting to C;4+1 is only given by p{c, =
Cl+1‘én—1 = Cl) = p(an = Ak+1|f¥n,1 = Ak). Given the
assumed M2S map and the 1st-order slowly varying DSMC,
the a priori of the first transition (i.e., Cj) will probably dom-
inate the second one [32]. In the real situation ¢, = Cjiq,
then the error recognition é, = (' will occur easily, especially
when the SNR is low and the likelihoods are not sufficiently
discriminate to prevent the wrong prior transition of ¢, = Cj.
What’s more, the above wrong recognition, accompanying its
reacting prior transitions, will be propagated in subsequent
slots, resulting in serious performance degradations. It is found
that, as a consequence, the original update equation seems to
be not appropriate anymore. Note that, this realistic difficulty
is aroused mainly by the coupling relation of the M2S map.

In order to overcome the problem and restrict erroneous tran-
sitions during the estimation process, we further suggest a mod-
ified likelihood to replace classical likelihoods, which is defined
as:

ZaneA ‘pn(zn|cn: an)p(an|dn—l)

Zang_Ap(an‘OA‘nfl)

@(znknv én—h dn—l) =
(39)

It is seen from the (39) that this weighted likelihood
&(2Znlen, én_1,&n_1) may be viewed essentially as an aver-
aged posterior density, as it involves both the prior transitional
probabilities p(ox,, |y, —1) and the likelihoods @, (z,|cy, o).

By resorting to &, (2, |¢n, én—1, &n—1), the updating process
may be implemented alternatively. That is, the estimation of un-
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known modulation candidate, relying on the averaged posterior
density, will be directly derived via:

(40)

&y = arg Max @n(2n|Cny én 1,0m 1),
cn€C

Subsequently, the fading state «,, will be recovered by max-
imizing the posterior density that is conditioned on the above
estimated candidate, i.e.,

&y, = arg gngﬁpn\n(an\zlm,ém), (41)
= arg arng}i Pn (Zn |Oén, én)pn\n (én |a'fl)pn|nfl (an ‘én—l)v
(42)
X arg max {A(Zn|an7 én) + lnpn\nfl (an‘&nfl)} .
angTil(cn)
(43)

Compared with the 1st fading-driven method, i.e., first ac-
quire the fading gain and then estimate the modulation candi-
date, the 2nd goal-oriented scheme may be less completive in
high SNR regions, based on the following two considerations.
First, the map from fading states to modulation candidates is
always single-to-single (even for M2S), the direct estimation
of fading states, therefore, can be viewed as a joint Bayesian
framework. The 2nd scheme, in contrast, estimates modulation
candidates and fading states separately. Second, in the goal-ori-
ented scheme, both the estimation of modulation candidates and
fading states will depend on the marginalization of the other
one. This procedure may lose some information, when com-
pared with the joint estimation scheme. Note that, nevertheless,
the 2nd scheme may be more competitive in low SNRs region,
as the weighted likelihood of (39) may prevent the erroneous
transitions and the estimation error propagations.

C. Channel Phase Estimation

As an intuitive approach, by assuming the unknown phase
8, is distributed uniformly, a marginalization process may be
suggested to mitigate its deteriorating effects, as in the ALRT
scheme [22], [39]. Or alternatively, another dynamic equation,
ie., 8, = ©(6, 1), can be introduced to characterize the un-
known channel phase, which would be then estimated by using a
similar Bayesian framework developed for time-varying fading
gains.

As far as the additional complexity is concerned, the ALRT
approach seems to be infeasible when it is applied to estimate
the continuous channel phase 6,,. The introduction of another
dynamic function, on the other hand, will also be of little ef-
fects, as the channel phase is usually not time-correlated, i.e.,
0,|0n—1 ~ U(0,27]. Thus, in this work an MOM-based pre-
estimation scheme is suggested to acquire unknown channel
phases, as in [22]. Given the observation sequence {zy, , }, then
the channel phases will be estimated via:

M
OFSK = Mt % ang (Z z;?{;) , (44)
m=1
M
AM-QAM _ , -1 . 4
gy =4 xang (=Y 2. - (45)
m=1

Here, ang(x) accounts for the phase of a complex variable
z. It is noted that the integer M, = 2™¢ is typically larger
than 4 (i.e., mg > 2) [22]. For example, it is configured to 8
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Fig.2. The schematic structure of the proposed Bayesian approach for dynamic modulation recognitions. Note that, the green solid-lines denote the update process,
while the red dash-lines correspond to the predict process. The dotted lines amount for the pre-estimation of unknown channel phases.

for the 8-PSK signal. In practice, the modulation scheme will
usually remain unknown to a recognizer. Thus, it has to de-
rive multiple estimations of channel phases, i.e., 0%{135}( and
@%C—QAM, by assuming various feasible MPSK or MQAM con-
stellations. Then, the likelihood of (19) will be evaluated for
multiple times, given different estimation candidates of phases
and fading gains. Finally, the complex fading channel accom-
panying the adopted modulation index will be acquired via the
designed MAP scheme.

Noted that, further considering the pre-estimation of channel
phase, the complexity of the proposed scheme will become
O{K; x [LMQ .« + Mlog,(M.)]}. Here, K1 denotes the
number of multiple channel phases and, we have K7 < K in
our analysis.

D. Implementations

Based on the above elaborations, the simplified dynamic
modulation recognition algorithm will be implemented based
on the following four steps. Here, we only summarize the 1st
fading-driven method, while the 2nd scheme may be imple-
mented similarly.

Step 1: The unknown phase 8,, of fading channels is firstly
derived from (44)—(45), relying on an MOM
method.

Step 2: With the MAP estimations of the time n — 1 (e.g.,
Qn-1 and &,_1), the predict term is obtained
via (30). R

Step 3: Conditioned on the estimated channel phase 8,
the related likelihood densities are evaluated,
given the current observation z,. With the help
of the predict density, then the update density
Prjn(0n|aom 1,%0m-1) Will be derived based
on (32).

Step 4: Finally, the other two hidden states of the time n will
be estimated by maximizing the updated posterior
density based on (34) and (35). The estimated states
will further be reserved for the next time slot.

Taking the fading-driven method still for example, a
schematic structure is demonstrated by Fig. 2.

IV. NUMERICAL SIMULATIONS

In this section, both the recognition and estimation perfor-
mance of the proposed Bayesian approach will be investigated,
in the context of realistic time-varying fading channels. Without
losing generality, in the simulation the Rayleigh fading with

TABLE 1
MAPPING RULES OF ADAPTIVE MODULATION
Fading States A1 Az As Ay As As
S2S map BPSK | QPSK || 8PSK | 16QAM || 32QAM | 64QAM
M2S map QPSK 16QAM 64QAM

a distribution variance ¢? = 0.1 is assumed. For the FSMC
model, the number of representative states is K =6 and, there-
fore, the stationary residue probability is 7 = 1/6. Given a
typical configuration of the Doppler frequency shift fp or the
statical length L, (e.g., L, = 10,20 or 50), then K fading
states Ay accompanying the TPM P as will be calculated
from (8)-—(11). Two map rules are considered, i.e., S2S and
M2S. In an M2S map, two successive fading regions are mapped
to one single modulation candidate. As illustrated by Table I,
three high-order modulation schemes are concerned, i.e., QPSK,
16QAM and 64QAM. In this situation, we have |C| = 3 and
|A;| = 2forl = 1,2, 3. For the other S2S map, the time-varying
fading gain is split into X' = 6 sub-regions and total |C| = 6
modulation candidates are adopted, i.e., BPSK, QPSK, 8PSK,
16QAM, 32QAM and 64QAM.

Rather than the recognition performance of each single candi-
date, an averaging recognition ratio is used, which takes L kinds
of recognition ratios Pr(é,, = Cile, = C}) into accounts, i.e.,

Pp

ll>
] =

p(cn = Cl) X Pr(én = Cllcn = Ol)

~

1

[
] =

p(an € Al) X Pr(én = Cl‘cn = Cl)7

~

1

I
] =

|Al‘77k X Pr(én = C’l\cn = C],). (46)

N
Il
N

The other metric of our new joint MAP scheme is the mean
square error (MSE) of the estimated fading gains, which is de-
fined as:

A. Fading-Driven or Goal-Oriented?

In the first experiment, we will study the two proposed
schemes, i.e., the 1st fading-driven scheme and the 2nd goal-ori-
ented method. In the simulation, the M2S map is concerned and
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Fig. 3. The recognition performance of both the fading-driven and goal-ori-
ented schemes. In the experiment, the M2S mapping criterion is considered and
the static length is configured to L, = 20.

the static length of time-varying fading is set to L, = 20. Each
curve is derived from 20 independent realizations of random
fading channels, in which total 10000 modulated symbols are
transmitted. We see from the experimental results shown by
Fig. 3 that, in high SNRs (e.g., >4 dB for M = 60), the scheme
one (i.e., fading-driven) is indeed superior to the scheme two
(i.e., goal-oriented). When the averaging recognition ratio Pp
is larger than 0.95, a detection gain of 2 dB can be achieved by
the scheme one if the sample size is A = 60. As analyzed, the
scheme one realizes essentially the joint estimation of unknown
modulation candidates and dynamic fading states. The scheme
two, despite goal-oriented, may loss some information due to
the marginalization operation, which acquires less attractive
performance. In low SNR regions (e.g., <4 dB), however,
the scheme two seems to be more competitive. With the new
weighted likelihood in (39), the error propagations aroused by
the rashly advance transition may be restricted, resulting in a
promoted recognition performance. We conclude that these two
schemes may be combined in adaptive modulation recognitions
given different realistic SNRs.

B. Different Fading Channels

In the second experiment, the effect of different fading
channels is studied. In the simulation, we configure the sample
size M to 100. For most slowly-varying fading channels, the
Doppler frequency fp is relatively small. Thus, three typical
configurations are considered, i.e., the static length L, is set to
10, 50 and 20, respectively. From the MSE of estimated fading
channels in Fig. 4, it is seen that the estimation accuracy will
be improved slightly with the increasing of a static length L.
For example, if the SNR is 8 dB, the MSE value in the case
of L, = 50 is about 8.5 x 10~%. In comparison, the MSE of
L, = 10 will be decreased to 2.3 x 103.

In Fig. 5, the averaging recognition ratio Pp of the proposed
scheme one is demonstrated. For comparative analysis, the other
existing counterpart, i.e., the ALRT scheme, is also studied,
as it relies similarly on likelihoods and takes also the random
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Fig. 4. The MSE of estimated fading channels under different L, . In the ex-
periment, the 1st fading-driven scheme is adopted and the M2S mapping rule is
considered. The samples size is configured to A/ = 100.

1 T T T o= ==
/
7/ : 44
/7
09 ?// ol 1
o,
I/
I
0.8 I |
I
I
o I
o I
0.7 Im 4
—— Proposed scheme one: La=50 I
I
—0— Proposed scheme one: La=20 ,I’,I
06F —3— Proposed scheme one: La=10 I i
i I
- ¢ —ALRT:L =50 m
— 0 —ALRT:L =20 el
: d
05k - o —ALRT:L =10 o 1
| 1 . . . . 1 . .
2 4 6 8 10 12 14 16 18 20 22
SNR /dB

Fig. 5. The average recognition accuracy under different L,. In the experi-
ment, the 1st fading-driven scheme is adopted and the M2S mapping rule is
considered. The samples size is configured to A = 100.

fading channels into account. During the ALRT scheme, by di-
rectly marginalizing out the unknown fading gain according
to its prior PDF, the time-correlated property of fading chan-
nels (or adjacent modulation candidates) is ignored. Thus, it
can hardly exploit the underlying dynamics of fading channels.
Like most ML-based recognition approaches that are extremely
sensitive to variant fading effects, the recognition performance
of the ALRT method will be deteriorated. Premised on the for-
mulated DSM, in contrast, the proposed joint estimate scheme
will track fading channels adaptively. By fully utilizing the dy-
namics of time-varying fading gains, the recognition perfor-
mance will be improved. From the numerical results, it is noted
that the proposed scheme (e.g., the scheme one), relying on the
Bayesian estimation paradigm, can acquire 8-9 dB gain in re-
alistic time-varying fading channels. Besides, the recognition
performance will not be affected by different fading rates (or
the static length L, ), since the varying fading states have been
accurately estimated.
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Fig. 6. The MSE of estimated fading channels under different M. The 1st
fading-driven scheme is adopted and the M2S mapping rule is considered. The
static length of fading channel is configured to L, = 20.
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Fig. 7. The average recognition accuracy under different M. The 1st fading-
driven scheme is adopted and the M2S mapping rule is considered. The static
length of fading channel is configured to L, = 20.

C. Different Sampling Sizes

In this experimental simulation, we will evaluate the perfor-
mance of the joint recognition and estimation scheme under
different sample sizes M. The static length is configured to
L, = 20. It is easy to understand that, with more observa-
tion samples, more information can be utilized to improve the
accuracy of channel tracking and modulation recognition. As
shown by Figs. 6 and 7, for the designed scheme, the perfor-
mance of both MSE and recognition accuracy will be improved
with an increasing of the sample size M. Due to the corrup-
tions of variant fading gains, however, the recognition perfor-
mance of the existing ALRT methods will not be improved by
simply increasing the sample size M. Note that, in practice, a
compromise should also be made between the performance and
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Fig. 8. The average recognition accuracy in both the S2S and M2S mapping
rules. The 1st fading-driven scheme is adopted and the sample size is configured
to M = 100.

the computational complexity. Except for the prolonged sam-
pling time, a larger sample size M may also increase the com-
putational complexity of likelihood significantly (recall that it
is practically proportional to M).

D. Different Map Schemes

In the experiment, the recognition performances under both
S2S and M2S mapping rules are investigated. The numerically
derived recognition performances have been plotted in Fig. 8.
Here, the static length is configured to L, = 20 and the sample
size is configured to M = 100.

It is seen that, compared with an S2S map of L = 6, the av-
erage recognition accuracy of the M2S mapping rule (L = 3)
will be promoted. This is mainly because, with an S2S map, the
coupling relationship between the unknown fading states and
modulation candidates will be closer together. Thus, the residue
error on the estimated fading gains will dramatically affect the
modulation recognition. In comparison, when multiple fading
regions are merged into only one modulation scheme as in the
M2S map, the sensitivity of recognition procedure to |.A4;| ad-
jacent fading states will be alleviated to some extent. From the
simulation result, in low SNRs (e.g., Pp = 0.8 and M/ = 100),
the M2S map may even achieve 1.1 dB gain compared with the
other S2S map. In high SNRs (e.g., Pp > 0.95), the two dif-
ferent mapping rules, however, will acquire comparable perfor-
mances, as the unknown fading gains have already been esti-
mated accurately.

E. Different Modulation Candidates

In this simulation, the recognition accuracy of each single
modulation candidate is investigated. The M2S mapping rule
is considered. The static length is L, = 20 and the sample
size is M = 100. From the experimental results, in the con-
text of adaptive modulation recognitions, the accuracy of dif-
ferent modulated signals will be quite different, as shown by
Fig. 9. In practice, the recognition accuracy of each candidate
will depend on both the instant SNRs and the likelihoods. The
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Fig. 9. The recognition accuracy of single modulation candidate. The M2S
mapping rule is considered and the 1st fading-driven scheme is adopted. The
sample size is configured to M = 100.

first factor is referred to the instantaneous SNR of certain time
slots with specific fading gains (i.e., &2). Note that, the instant
SNRs are different from the averaging SNR adopted before (i.e.,
related with I 4{a2 }). The second factor, i.e., the likelihood
distributions, actually gives the discrimination with regards to
other modulation schemes. Usually, different modulation candi-
dates may have different discriminations. The recognition accu-
racy of single modulation mode, therefore, will be related with
the fading condition, the map scheme and the specific modula-
tion set. For the specific configuration, 64QAM may obtain the
superior recognition performance.

F. Blind vs. Training-Based

In the last experiment, the recognition performance with the
training-based channel estimation is investigated for the com-
parative analysis. A pilot (or preamble) sequence of the length
N, =3isused,i.e,b = % x[14+4§ 1—j —1+4]7. The QPSK
modulation format of this training sequence is also assumed
to be known by the recognizer. Thus, the time-varying fading
channel will be estimated by the receiver via the data-aided ML
criterion, as in (21).

The performances of three different recognition methods
are plotted together in Fig. 10. It is seen that the pilot-assisted
scheme will acquire the superior recognition performance, by
acquiring the precise estimation of fading channels. Compared
with the proposed joint estimation scheme, a detection gain
of 2-3 dB would be achieved by the pilot-assisted scheme.
Meanwhile, the benchmark performance with the perfectly
known channel is also provided. The SNR gap between the
proposed scheme and the idea case with the perfect channel
knowledge is about 4-5 dB. It is noteworthy that, like the
ALRT scheme, however the proposed sequential MAP scheme
belongs essentially to a blind (or semi-blind) approach, which
requires only a priori information on the fading distribution.
By excluding the training sequence that may be unavailable
in some realistic scenarios, the proposed new scheme, which,
therefore, possesses the higher energy and frequency efficiency,
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Fig. 10. The recognition performance with the training-based channel estima-
tion and the proposed recursive MAP estimation scheme. The M2S mapping
rule is considered and the 1st fading-driven scheme is adopted. The sample size
is M = 100 and the statical length is L, = 20. For comparative analysis, a
benchmark curve have also been provided, by assuming the channel responses
are perfectly known.

may provide a great convenience to future mobile networks or
other uncoordinated applications (e.g., D2D).

V. CONCLUSION

We investigated the adaptive modulation recognition for the
emerging 5G mobile applications with time-varying fading
channels. In order to characterize the mutually coupling relation
between two hidden states, i.e., variant fading channels and un-
known modulation scheme, a new DSM model is established,
by taking the dynamic behavior of time-dependent fading
channels into account. On this basis, a promising recognition
scheme is designed. A major innovation of our new scheme
is that, rather than marginalizing random fading effects out, it
will sequentially estimate the time-varying fading gains, at the
same time of recognizing the unknown adaptive modulation
mode. Premised on a Bayesian inference framework, two
simplified estimation algorithms are developed. Simulations
validate the proposed schemes. By profoundly exploiting the
underlying dynamics of time-correlated fading channels and the
coupling relationship among two hidden terms, the recognition
performance will be improved significantly. The formulated
general DSM and the joint estimation paradigm, which may be
generalized to other modulation scenarios (i.e., unknown noise
variance), will enhance the link adaptation performance and
may be of great promise to future mobile 5G communications.
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