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QuesBons	
•  What	features	of	language	correlate	with	/	predict	

symptoms	&	outcomes?	
–  Topic?	
–  SenBment/emoBonal	content?	
–  Specific	words/phrases?	

•  Can	we	use	them	to	help	diagnosis	and/or	treatment?	

•  Can	we	detect	them	automaBcally?		
–  Accurately	
–  Robustly	
–  Using	exisBng	NLP	techniques/tools	

•  How	can	we	do	be8er?	
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Mental	Health	&	Language	
•  CommunicaBon	is	important	in	mental	health:	

–  CommunicaBon	quality	associated	with	outcomes	
•  (Ong	et	al,	1995;	McCabe	et	al,	2013)	

–  CommunicaBon	during	treatment:	
•  ConversaBon	structure	(how)	
•  ConversaBon	content	(what)	

•  Can	NLP	techniques	help	us	analyse	&	understand	therapy?	
•  PPAT	project:		

–  transcripts	of	face-to-face	therapy	for	schizophrenia	
•  AOTD	project:	

–  online	text-based	therapy	for	depression	&	anxiety	
•  (Howes,	McCabe,	Purver,	SIGDIAL	2012,	IWCS	2013,	ACL	2014)	

•  SLADE	project:	
–  transcripts	of	face-to-face	diagnosis	meeBngs	for	demenBa	
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PPAT:	Face-to-Face	Dialogue	
•  Transcripts	of	therapy	for	schizophrenia	
•  Manual	annotaBon	&	staBsBcal	analysis	

•  McCabe	et	al	(2013)	
•  AutomaBc	NLP	processing	&	machine	learning	

•  Howes	et	al	(2012;	2013)	
•  DetecBng	symptoms	

–  posi0ve	(delusions,	hallucinaBons,	beliefs)	
–  nega0ve	(withdrawal,	blunted	affect,	alogia)	

•  PredicBng	related	outcomes	
–  raBngs	of	communicaBon	quality	
–  future	adherence	to	treatment:	

•  non-adherence:	risk	of	relapse	3.7	Bmes	higher	
–  shared	understanding	shown	to	be	a	related	factor	
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LinguisBc	analysis:	Repair	

•  Manual	linguisBc	analysis	
–  Significant	role	of	repair	
–  PaBent-iniBated	other-repair	&	self-repair	
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Compare	other	dialogue	contexts	

•  Therapy:	more	self-repair,	less	other-repair	&	iniBaBon	
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PaBent-doctor	comparison	

•  PaBents:	more	self-repair,	less	other-repair	&	iniBaBon	
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NLP:	brute	force	
•  Classify	enBre	dialogues	(paBent	turns	only)	with	SVMs,	ngrams	

–  Predict	adherence	to	treatment	6	months	later	

	
•  Similar	for	symptoms,	some	outcomes	e.g.	HAS,	PEQ	
•  Human	psychiatrist	given	same	task:	

•  But	how	well	will	this	generalise?	And	what	does	it	mean?	

Features	 P	(%)	 R	(%)	 F	(%)	

Class	of	interest	 28.9	 100.0	 44.8	

Baseline	features	 27.0	 51.9	 35.5	

Best	ngram	features	 70.3	 70.3	 70.3	

Data	 P	(%)	 R	(%)	 F	(%)	

Text	transcripts	 60.3	 79.6	 68.6	

Transcripts	+	video	 69.6	 88.6	 78.0	
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LDA	topic	modelling	
•  Infer	20	lexical	“topics”:	
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LDA	topic	modelling	
•  LDA	topics	given	manual	“interpretaBons”:	
–  (including	senBment	aspect)	
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Outcome	predicBon	using	topics	
•  Include	topic	weight	per	dialogue,	with	general	
Dr/P	factors,	as	features:	

Measure	 Manual	
Acc	(%)	

LDA	Acc	
(%)	

HAS	Dr	 75.8	 75.0	

HAS	P	 59.0	 53.7	

PANSS	posiBve	 61.1	 58.8	

PANSS	negaBve	 62.1	 56.1	

PANSS	general	 59.5	 53.4	

PEQ	communicaBon	 59.7	 56.7	

PEQ	comm	barriers	 61.9	 60.4	

PEQ	emoBon	 57.5	 57.5	

Adherence	(balanced)	 66.2	 54.1	
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Schizophrenia:	Summary	
•  Repair	correlates	with	adherence	
–  automaBc	detecBon	difficult	(if	not	impossible?)	
–  …	but	a	very	sparse	phenomenon	

•  Topic	modelling	provides	useful	features:	
–  topics	correlate	well	with	human-annotated	topics	
–  topics	predict	symptom	severity	
–  topics	predict	therapeuBc	relaBonship	raBngs	
–  topics	&	emoBon/stance	interrelate	

•  PredicBng	future	adherence	to	treatment:	
–  topics:	66%	(manual),	54%	(auto)	
–  words	&	ngrams	(phrases):	70%	
–  humans:	70%	(transcripts),	80%	(video)	
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Online	Text-based	Therapy	

•  Text-based	therapy	for	
depression	&	anxiety	
–  PsychologyOnline	Ltd	

•  CogniBve	behavioural	
therapy	
–  2,000	sessions,	500	paBents,	

mean	5.65	sessions/paBent	
•  AnonymisaBon	using	RASP	

–  (Briscoe	et	al,	2006)	
–  Non-trivial	

•  Outcome	measure	
–  PaBent	Health	QuesBonnaire	

(PHQ-9)	
–  Current	severity,	progress	

since	start	
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PaBent	Health	QuesBonnaire	(PHQ-9)	
•  Collected	before	each	session	

–  0-27	scale:	higher	score	=	more	severe	depression	
–  moderate/severe	>=10			(in/out-of-caseness)	
–  Δ	since	start	
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Topics	
•  Themes	include	family,	sleep,	symptoms,	progress,	process:	
0	 Bme	session	sorry	today	great	send	next	now	one	work	thanks	see	thank	

please	help	make	able	perhaps	look		

1	 feel	life	think	know	way	things	now	like	want	make	self	feelings	people	
change	maybe	someone	much	need	others		

2	 right	well	great	sure	appointment	feel	thank	just	lol	tonight	please	know	get	
sorry	say	bye	meeBng	last	though	

3	 eaBng	eat	food	weight	sick	drink	meal	now	lunch	control	great	chocolate	
absolutely	day	healthy	dinner	put	use	really		

4	 Bme	husband	mum	family	feel	children	now	dad	want	see	said	friends	also	
kids	home	life	got	school	daughter	

5	 people	say	angry	situaBon	anger	situaBons	said	way	social	others	like	one	
friends	talk	someone	person	behaviour	saying	know		

6	 get	go	know	like	need	things	going	just	think	try	want	one	something	Bme	
good	now	make	day	start		
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Topic	vs	Schizophrenia	
Sleep	pa8erns	 day	sleep	week	Bme	bed	work	

mood	night	get	things	days	
sleep	day	Bme	feel	bed	bit	things	
hours	morning	sleeping	night	

Family	 Bme	husband	mum	family	feel	
children	now	dad	want	see	said	
friends	also	kids	home	life	

mum	money	dad	brother	
shopping	died	enjoy	tablets	blood	
bad	daughter	sister	

Food	/	weight	 eaBng	eat	food	weight	sick	drink	
meal	now	lunch	control	great	
chocolate	absolutely	day	healthy	

weight	stone	eat	medicaBon	gain	
hospital	twelve	weigh	exercise	cut	
gym		

NegaBve	feelings	 feel	life	think	know	way	things	
now	like	want	make	self	feelings	

feel	medicaBon	feeling	thoughts	
Bme	mood	low	head	past	illness	

Crises	 get	help	gp	depression	pain	know	
medicaBon	health	therapy	sorry	
appointment	last	face	moment	

remember	doctor	hospital	reason	
police	people	memory	ring	
shaking	headaches	door	

Social	stress	 work	job	Bme	good	stress	working	
get	school	life	money	wife	issues	

things	back	place	years	thought	
bit	ago	home	put	day	coming	
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Topic	vs	severity	&	progress	
0 Materials,	self-help,	procedures	 −	 10	 Unhelpful	thinking/habits	

1 Feelings/effects	of	relaBonships	on	
sense	of	self	

+	 +	 11	 Work/training/educaBon	issues/
goals	

2 PosiBve	reacBons/encouragement	 12	 Agenda/goal	seung	&	review	

3 Issues	around	food	 13	 Panic	a8ack	descripBon/explanaBon	 −	 −	

4 Family/relaBonships	&	issues	with	
(mostly	negaBve)	

+	 14	 Other	healthcare	professionals,	
crises,	risk,	intervenBons	

++	

5 Responses	to	social	situaBons	 15	 Sleep/daily	rouBne	 +	

6 Breaking	things	down	into	steps	 +	 16	 PosiBve	progress,	improvements	 −−	 −	

7 Worries/fears/anxieBes	 −	 17	 Feelings,	specific	occasions/thoughts	 	
	

8 Managing	negaBve	thoughts/
mindfulness	

18	 Explaining/framing	in	terms	of	CBT	
model	

+	

9 Fears,	checking,	rituals,	phobias	 −	 −	 19	 Techniques	for	taking	control	 −	 −	
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SenBment/EmoBon	DetecBon	
•  Detect	posiBve	&	negaBve	senBment	
–  see	e.g.	(DeVault	et	al,	2013)	

•  Detect	anger	
–  challenge	&	emoBon	elicitaBon	in	CBT	process	

•  Compared	exisBng	tools	
– Manually	annotated	85	u8erances	in	1	session	

•  posi0ve	/	nega0ve	/	neutral	
•  Inter-annotator	agreement	κ	=	0.66	

•  DicBonary-based	LIWC	
–  senBment	34-45%;	anger	recall	=	0	

•  Data-based	(RNNs)	Stanford	
–  senBment	51-54%	(no	anger)	
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Distant	Supervision	

•  A	common	technique	for	senBment	detecBon	
Best day in ages! #Happy :) 
just because people are celebs they dont 
reply to your tweets! NOT FAIR :( 
再做个梦如果明天我中奖了该怎么支配呢每次想这个问
题都 觉得很美*^_^* 
离队倒计时,期待奇迹的发生 
(T_T) 

•  Works	well	if	you	have	a	reliable	but	
(semi-)independent	label	to	hand	
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Distant	Supervision	

•  A	common	technique	for	senBment	detecBon	
Best day in ages! #Happy :) 
just because people are celebs they dont 
reply to your tweets! NOT FAIR :( 
再做个梦如果明天我中奖了该怎么支配呢每次想这个问
题都 觉得很美*^_^* 
离队倒计时,期待奇迹的发生 
(T_T) 

•  e.g.	Go	et	al	(2009):	works	well	if	you	have	a	
reliable	but	(semi-)independent	label	to	hand	
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Distant	Supervision	
•  Can	be	applied	to	finer-grained	emoBons	(Purver	
&	Ba8ersby,	EACL	2012)	
–  But	quite	bad	for	some	…	how	reliable	are	these?:	

:-O   :-@   :-$   :-P	

•  Can	also	get	supervision	from	responses:	

_AggieGirl16:	 	@captain_lizard	lol	yeaaaah.	I'm	 	 	
	 	 													pre8y	lucky!	Haha!			

captain_lizard: 	@_AggieGirl16	I'm	glad	you're	 	 	
	 	 													happy,	Monica!	:)		
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SenBment/EmoBon	DetecBon	
•  Detect	posiBve	&	negaBve	senBment	
–  see	e.g.	(DeVault	et	al,	2013)	

•  Detect	anger	
–  challenge	&	emoBon	elicitaBon	in	CBT	process	

•  Compared	3	exisBng	tools	
–  1	dicBonary-based:	LIWC	
–  2	data-based:	Stanford	(news),	SenBmental	(social	media)	

•  Manually	annotated	85	u8erances	in	1	session	
–  posi0ve	/	nega0ve	/	neutral	
–  Inter-annotator	agreement	κ	=	0.66	
–  LIWC	34-45%;	Stanford	51-54%;	SenBmental	63-80%	
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SenBment/EmoBon	vs	PHQ	

•  More	posiBve	senBment	è	be8er	PHQ,	progress	
•  More	variable	senBment	è	worse	progress	
•  More/more	variable	anger	è	worse	PHQ	

Severity	(PHQ)	 Progress	(ΔPHQ)	

SenBment	mean	 −−	 −	

SenBment	std	dev	 +	

Anger	mean/max	 +	

Anger	std	dev	 +	
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PredicBng	final	outcomes	
•  Changes	in	levels	help	predicBng	final	in/out-of-
caseness:		
–  using	features	from	iniBal	and/or	final	sessions:	

	
•  Features	chosen	are	informaBve:	
–  Levels	of	senBment	&	anger,	progress	&	crisis/risk	topics	

•  Deltas	between	sessions	
–  PHQ	scores	at	assessment	and	iniBal	treatment	sessions	

		

Final	In-caseness	

Baseline	propor0on	 26.8%	

First	+	last	session	features,	incl	deltas	 0.71	(0.48)	

Including	early	PHQ	scores	 0.76	(0.51)	
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PredicBng	dropout	
•  Can	we	predict	dropout	&	non-engagement?		

–  148	of	500	did	not	enter	or	stay	in	treatment	

	
•  >70%	accuracy	using	iniBal	session	features	

–  But	only	by	including	fine-grained	word	features	

		
		

Dropout	

Baseline	propor0on	 29.6%	

Assessment	session	features	 0.65	(0.26)	

Treatment	session	features	 0.70	(0.59)	

Both	sessions	 0.73	(0.64)	
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PredicBng	therapy	quality	
•  Can	we	disBnguish	“good”	from	“bad”	therapists?		

–  Top	25%	vs	bo8om	25%	based	on	number	of	paBents	recovered	

	
•  Good	accuracy	using	iniBal	&	final	session	features	

–  But	mostly	by	including	fine-grained	word	features	

		
		

Dropout	

Baseline	propor0on	 50%	

Only	high-level	features	 0.67	(0.63)	

Incuding	lexical	features	 0.78		(0.74)	
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Depression:	Summary	
•  Topic	modelling	provides	useful	features:	
–  topics	correlate	well	with	human-annotated	topics	and	
previous	study	

–  topics	correlate	with	symptom	severity	and	progress	
•  EmoBon	detecBon	provides	useful	features:	
–  levels	and	variability	predict	symptoms	and	progress	
–  needs	care	choosing	&	training	tools	

•  PredicBng	useful	outcome	measures:	
–  recovery:	71%,	76%	with	PHQ	informaBon	
–  dropout:	73%	
–  therapist	quality:	78%	
–  but	perhaps	we	don’t	understand	the	last	two	…	
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SLADE:	DemenBa	Diagnosis	
•  U.	Exeter	dataset	

–  148	diagnosis	conversaBons	with	doctor	(&	carer)	
•  70	posiBve	diagnosis	of	demenBa	
•  78	negaBve	diagnosis	(Mild	CogniBve	Impairment	in	some	cases)	

–  A{er	referral	from	GP,	memory	tests/scans	
–  Given	diagnosis,	advice	

•  RelaBvely	early	stage	
–  Can	we	aid	diagnosis?	
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DemenBa	&	Language	
•  Vocabulary	reducBon	(e.g.	Hirst	&	Feng,	2012)	
–  Authors	over	long	Bmescales	

•  Content	reducBon	(e.g.	Orimaye	et	al	2014)	
–  Fewer	predicates	
–  Fewer	u8erances,	shorter	sentences	
–  DemenBaBank:	74%	

•  Speech	features	(Jarrold	et	al,	2014)	
–  Including	lexical	class	features	
–  Pronoun	vs	noun	vs	verb	frequencies	
–  Small	set,	healthy	controls:	80-90%	

•  But	we	have	short	Bmescales,	variable	content	…	



Cognitive Science Research Group
http://cogsci.eecs.qmul.ac.uk

Content	vs	Structure	
•  Content	(topics,	words)	highly	diagnosis-dependent	
–  Advice	on	driving,	legal	requirements,	future	planning	
–  And	many	other	features	e.g.	length	
–  Need	content-independent	features	

•  QualitaBve	invesBgaBon:	dialogue	structure	
–  QuesBon-answering	(non-answering)	behaviour	

•  Strategies	to	avoid	answering	
–  InteracBon	structure	(involvement	of	carer)	
–  Feedback/coordinaBon	behaviour	

•  Backchannels,	hesitaBons,	turn-taking	pa8erns	
•  IndicaBons	of	understanding	
•  Other-	and	self-repair	
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ConversaBon-based	studies	
•  Many	CA-like	studies	

–  Watson	et	al	1999	…	Jones	et	al	2015	
•  IndicaBve	dialogue-structural	features	

–  “Lack	of	fluency”	
•  Self-repair	
•  Lack	of	topic	coherence	

–  Other-repair	
•  Types,	appropriateness,	answering	behaviour,	lack	of	correcBons	

–  QuesBon-answering	
•  Avoidance	strategies,	contentlessness	

–  Pausing	behaviour	
•  Intra-	and	inter-u8erance	

–  Backchannel	behaviour	
•  More	contentless	u8erances	vs	lower	use	of	conBnuants?	

–  Laughter	
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QuesBon-answering	
•  Watson	et	

	al	(1999)	
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Repair	
•  Watson	et	

	al	(1999)	
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First	try	
•  Simple	“content”-independent	features:	

–  Social	indicators:	
•  GreeBngs	
•  ContribuBon	of	carer	

–  Self-repair	indices:	
•  Pauses,	filled	pauses,	incomplete	words	

–  Other-repair	indices:	
•  RepeBBon,	convenBonal	forms	

–  Dialogue	structure	features:	
•  Non-answering	(short	answers,	“don’t	know”	keywords,	pauses)	
•  Carer	answering	(turn	sequences)	

•  Accuracy	72%	…	but:	
–  Simple	repeBBon	indices	not	useful	(inter/intra-u8erance)	
–  Simple	answering	(keywords/speaker	changes)	only	marginal	
–  Pauses	very	helpful	
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Dialogue	act	detecBon	
•  Specific	dialogue	acts:	
–  QuesBons,	answers,	backchannels,	repair	

•  Big	sparseness	problem	
–  Tagging	for	repair-related	DAs	(Surendran	&	Levow,	2006)	

•  check	8%	turns,	45%	f-score,	clarify	4%	turns,	19%	f-score	
–  Fragment	detecBon	in	dialogue	(Schlangen,	2005)	

•  Fragments	5%	of	turns,	30-40%	f-score	

•  Individual	classifiers	from	Switchboard	
–  QuesBons,	backchannels	c.80%	accuracy	
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Repair	

•  Schizophrenia	data:	
–  Significant	role	of	repair	
–  PaBent-iniBated	other-repair	(above)	
–  And	self-repair:	
Did	you	feel	that	–	did	you	despair	so	much	that	–	you	wondered	if	you	could	carry	on	
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Self-repair	
•  (Hough	&	Purver,	EMNLP	2014)	
•  “Disfluency	detecBon”	for	speech	recogniBon	

A	flight	to	Boston	–	uh,	I	mean,	to	Denver	
è 									A	flight	to	Denver	
John	likes,	uh,	loves	Mary	
è 									John	loves	Mary	
	

•  But	what	about:	
The	interview	was	–	it	was	alright	
I	went	swimming	with	Susan	–	or	rather,	surfing	

•  Incrementality	&	monotonicity:	
–  Maintain	semanBc	context,	but	with	…		
–  incremental	parsing	&	choice	mechanisms	
–  Using	domain-general	methods	
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Self-repair	
•  Incremental,	monotonic	context	model	
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Self-repair	
•  Incremental,	informaBon-theoreBc	repair	point	classifier	

•  Domain-general	features:	
–  SimilariBes	between	probability	distribuBons	
–  Changes	in	probability	&	entropy	given	repair	hypotheses	
–  Combined	in	random	forest	classifier	
–  Near	state-of-the-art	F-score	0.81,	with	faster	incremental	performance	
–  Transfer	to	mental	health	domain:	0.68,	per-dialogue	correlaBon	0.95	
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Other-Repair	
•  (Howes,	McCabe,	Purver	SIGDIAL	2012)	
•  Define	features	manually,	extract	automaBcally	

–  LinguisBcally/observaBonally	informed:	
•  Wh-quesBon	words,	closed	class	repair	words	
•  RepeBBon,	parallelism	
•  Backchannel	behaviour,	fillers,	pauses,	overlaps	

–  Brute	force:	all	unigrams	
•  Train	SVMs	to	detect	repairs	(NTRIs	&	P2Rs)	

–  44,000	turns,	only	567	NTRIs	(159	paBent),	830	P2Rs	(262)	
–  80-86%	on	balanced	data	
–  but	only	35-44%	F-scores	on	real	data	(above	20-36%	baselines)	

•  How	can	we	do	be8er?	
–  Repair	involves	parallelism:	not	always	lexical,	but	semanBc	
–  Self-repair	model:	language	model	distribuBons	
–  Other-repair:	lexical	repeBBon	
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Results	–	balanced	data	
•  Balanced	data	(i.e.	small	dataset),	paBent	only:	

•  But	of	course	the	real	data’s	not	balanced	…	

Target	 Features	 Accuracy	(%)	

NTRI	 Repeated	proporBon	 61.2	

NTRI	 All	high-level	 83.2	

NTRI	 All	unigrams	 82.4	

NTRI	 All	features	 86.3	

P2R	 Repeated	proporBon	 61.5	

P2R	 All	high-level	 78.5	

P2R	 All	unigrams	 77.1	

P2R	 All	features	 79.8	
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Results	–	repair	detecBon	
•  On	balanced	data:	accuracy	80-86%	
•  Full	dataset,	paBent	only:	

•  We	can	probably	do	be8er:	
–  Audio/video:	intonaBon,	non-verbal	behaviour	
–  Context:	follow-up	dialogue	turns	incl.	other-person	reacBon	
–  But:	does	it	actually	help	anyway?	

Target	 Features	 P	(%)	 R	(%)	 F	(%)	

NTRI	 OCRProporBon	 85.7	 22.6	 35.8	

NTRI	 All	high-level	 42.8	 40.6	 41.4	

NTRI	 All	features	 44.9	 43.6	 44.0	

P2R	 OCRProporBon	 56.4	 11.8	 19.6	

P2R	 All	high-level	 36.2	 28.4	 31.6	

P2R	 All	features	 43.8	 30.3	 35.4	
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PaBent	NTRI:	Example	1	
P 	I	mean	it's	a	worry	a	stress	do	you	

know	what	I	mean	but	you	know	
you	know	if	I	confronted	it	

Dr	 	Right	e:::rm	who	is	your	key	
worker	again?		

P	 	My	key	worker	is	(name)	o:::r?	
Dr	 	No	no	no	from	us	is	it	Kathrin?	
P	 	Who?	
Dr 	oh	I'm	sorry	I	thought	you	said	

Kathrin	
P 	what	my	key	worker	from	here?	
Dr	 	Yeah	
P	 	My	CPN?	()	Me:::l	–	
Dr	 	Melvo	
P	 	Melvin		

•  PCA	analysis	shows	adherence	
correlates	with	paBent-led	
clarificaBon	
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PaBent	NTRI:	Example	2	
P 	it's	eh-	my	social	life	is	be8er	and	

I'm	I'm	communicaBng	with	
people	and	there's	a	lot	of	people	
in	the	choir	who	I've	talked	to	
about	sss-	who	had	similar	
problems	you	know	so	it's-	I'm	
not	alone	anymore	so	which	is	
good.	

Dr 	and	eerr	how	is	it	with	with	your	
alcohol	currently	

P 	with	my		
Dr 	alcohol	drinking	(words)		
P 	uuummm	I've	cut	down	eerrm	a	

lot	maybe	eerrrm	I	don't	get	
pissed	anymore.	

•  PCA	analysis	shows	adherence	
correlates	with	paBent-led	
clarificaBon	
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DistribuBonal	SemanBcs	
•  Vector	space	representaBons	of	words	
–  Co-occurrence-based	or	learned	(Mikolov	et	al,	2013)	
–  SemanBc	similarity	&	regulariBes	
–  apple	close	to	orange,	far	from	pavement	
–  (king	–	queen)		
											≈	(man	–	woman)		
											≈	(uncle	–	aunt)	
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DistribuBonal	SemanBcs	
•  Standard	distribuBonal	models	help	DA	tagging	…	
–  (Milajevs	et	al,	EMNLP	2014)	
–  …	but	not	much!	(0.60	->	0.63	accuracy)	

•  Standard	models	reflect	within-sentence	distribuBons:	
–  word2vec	(Mikolov	et	al,	2013)	on	Google	News	100bn	wd	
–  Closest	neighbours	of	“hello”:	

–  hi	 	 	0.654899	
–  goodbye 	0.639906	
–  howdy 	 	0.631096	
–  goodnight 	0.592058	

•  Training	on	dialogue	data	can	help:	
–  (Kalchbrenner	&	Blunsom,	2013)	RCNNs:	0.74	accuracy	
–  But	gives	a	domain/task-specific	model	
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Meaning	is	Contextual	
•  Perhaps	we	need	to	account	for	context	
•  DistribuBonal	semanBcs	&	concept	formaBon	
–  (Agres,	McGregor,	Purver,	Wiggins	in	prep)	

–  		
–  		
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•  Dynamic	dimension	selecBon	from	sparse	space	
•  “Conceptual	space”	formaBon	
•  WordNet	eval	(precision	@	50):	

–  0.18	
–  0.17	(word2vec)	
–  0.12	(GloVe)	

•  Human	eval	(recall):	
–  0.24	(anchor)	
–  0.16	(norm)	
–  0.14	(word2vec)	

		
		

Meaning	is	Contextual	
	
	
	

MCGREGOR, AGRES, ET AL.

shark⇥
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(a) Anchor method. The concept PREDATORY ANIMALS is delineated by a circle centered on the unit vector
of equal positive elements: the circle with radius r1 captures words associated with paradigmatic instances
of the concept, while the circle described by r2 begins to pick up less obvious constituents. Distances such
as a and b are the actual metrics for determining conceptual membership.

shark⇥
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cat⇥
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wolf⇥

human
⇥

b

mouse⇥

PREDATORY ANIMALS

r1
r2

A
N

IM
A

L

PREDATORY

(b) Norm method. The concept PREDATORY ANIMALS is delineated by an arc centered on the origin: the
region with radius r > r1 captures words associated with paradigmatic instances of the concept, while the
more central region r > r2 begins to pick up less obvious constituents. Distances such as a and b are the
actual metrics for determining conceptual membership.

Figure 2: A sampling of data from the space described in Section 5 projected into a drastically
reduced (from approximately 7.5 million dimensions to 2 dimensions) subspace defined in terms of
the co-occurrence features animal and predatory. Terms which are animal but not predatory
(mouse), or predatory but not animal (lender) fall towards the edges.

16
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Sparse	vs	Reduced	Spaces	
•  Lexical	similarity	
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Sentence	similarity	
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AddiBon	survives	

•  Kron	and	mult	degrade	

Add	
	
	
Mult	
Kron	

Kron	
Mult	Add	
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What	are	the	right	units?	
•  Perhaps	we	need	to	learn	from	contextual	distribuKons	
•  Which	means	we	need	to	know	the	units	of	interest	

–  (cf.	Nishida	“conversaBon	quanta”?)	

•  Unsupervised,	informaBon-theoreBc	inducBon	
–  (Griffiths	et	al,	in	prep)	
–  Segment	on	changes:	

•  informaBon	content	
•  entropy	

–  At	different	levels:	
•  syllables 	0.67	F1	
•  words 	 	0.71	F1	
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What	are	the	right	units?	

•  Scaling	up	to	a	hierarchical	model	16 Geraint A. Wiggins and Jamie Forth

to
recognise speech 

t! rɛ k!g spiːtʃ

time

nʌɪz

t ! r ɛ ! n b iː ʃk ʌ s tɪphoneme

word

semantic
association

! biːtʃnʌɪs

wreck a nice beach

speech
recognition

semantic
context

recognise speech language 

morpheme
rɛk

Fig. 4 Confusing IDyOT: how priming resolves speech analysis in the wrong direction. As previ-
ously, points where there is a distribution containing a potential choice in the example are shaded.
This example is different from the earlier ones, because it includes a semantic context level, con-
ditioned by previous input, that adjusts the prior provided by the language model. The assumption
here is that speech recognition has been the topic; so the distribution associated with /r3k/ away
from “wreck” and towards “recognise”. Once that path is taken, the semantic association is rein-
forced and inference overcomes the correct reading where the phonemes can be conflated, indicated
by the double-line arrows. As before, solid arrows indicate strong likelihoods, and broken ones are
relatively weak.

It’s easy to wreck a nice beach.

which is readily mistaken, given an appropriate context, for the sentence

It’s easy to recognise speech.

By choosing a pronunciation that is somewhat loose, and coupling it with appro-
priate verbal or visual priming, this serves as a useful demonstration to students of
how much prior information is used in understanding language. In IPA, these two
sentences are respectively denoted

/Its i:zi t@ r3k@gn2Iz spi:tS/
/Its i:zi t@ r3k @ n2Is bi:tS/

In fact, in common parlance, the /g/ is usually soft, and often omitted altogether;
so then the difference comes down only to the amount of voice in /z s/, which are
elided to /zs/, against /s/, and /p/ against /b/ respectively. In Fig. 4, we illustrate
this process.

For the purposes of the current paper, this demonstration makes two points: first,
the multi-layered approach of IDyOT affords human-like behaviours as emergent
properties, without extra mechanism; and second, the conceptual layer, which af-
fords the flexibility of approximate matching in a principled way, is as important
as the symbolic one in driving the system. One might ask, therefore, why not con-
flate the two and do all the inference in a continuous probability space? From our
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Thanks!	
•  To	you	and:	
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–  Mehrnoosh	Sadrzadeh	
–  Dimitri	Kartsaklis	
–  Zheng	Yuan	
–  Pat	Healey	
–  Ruth	Kempson	
–  Kat	Agres	
–  Jamie	Forth	
–  Stephen	McGregor	
–  Geraint	Wiggins	
–  Sascha	Griffiths	


