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ABSTRACT
Recognition-based interaction technologies (e.g. speech and gesture recognition) are still error-prone. It has been shown that, in multimodal architectures, combining complementary input modes can contribute to automatic recovery from recognition errors. However, the degree to which error recovery can be achieved is dependent on the design of the interaction, i.e. on the set of multimodal constructions that the system is able to interpret. In this paper, we discuss several techniques, based on the finite state machine formalism, for modelling interaction designs and testing their robustness to recognition errors.
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1. INTRODUCTION
Recent developments in recognition-based interaction technologies (e.g. speech and gesture recognition) open up a myriad of new possibilities for the design and implementation of multimodal user interfaces. However, designing and implementing systems that take advantage of these new interaction techniques is difficult. Recognition-based technologies are still error-prone; not only do recognisers make mistakes, but users’ inputs are often ambiguous [3]. Speech recognition systems, for example, are sensitive to vocabulary size, quality of audio signal and variability of voice parameters. Current systems are extremely sensitive to background noise, and small changes in voice quality (due, for example, to the speaker having a cold) can significantly affect the performance of a recogniser even after the user has trained it. Also, the expressive power of speech is often obtained at the price of some ambiguity and imprecision in the messages.

In [5] it is shown that during the process of semantic fusion (a process in which several inputs in different modalities are integrated to form a semantically correct whole) multimodal architectures can achieve automatic recovery from recognition errors and false interpretations. During this integration process, complementary modalities (for example a speech utterance and a hand gesture) are combined to produce a message that contains less uncertainty and more meaning. The phenomenon in which an input signal in one modality allows recovery from recognition error or ambiguity in a second signal in a different modality is called mutual disambiguation [5].

Figure 1 illustrates an example of a speech and pen command where both constituent inputs are incomplete or ambiguous when considered in isolation. The speech input (“Delete the square”) is ambiguous if there is more than one square on the screen. Similarly, the pen input is ambiguous because of the two overlapping figures under the selection; it is also incomplete as it does not convey any meaningful action to apply on the selected object. However, the integration of these two ambiguous inputs yields a perfectly unambiguous message from which the action and the object of the action can both be unambiguously determined.

However, the degree to which mutual disambiguation can operate in a given application is dependent on the
design of the interaction, i.e. on the set of multimodal constructions that the system is able to interpret. For example, for two easily confused words (from a speech recognition system point of view) such as “move” and “remove”, mutual disambiguation will only operate if the two words can only be used in different types of multimodal constructions. If the speech input “remove” needs to be accompanied by a gesture drawn within the boundary of an object, whereas the speech input “move” needs to be accompanied by a dragging gesture that starts within an object and terminates outside the object, the fusion of the two inputs within the multimodal architecture will allow us to determine which speech input is more likely given the pen input (and vice versa). If, however, both speech inputs are equally likely given any pen input, mutual disambiguation will not work.

In this paper, we discuss a set of techniques for assessing the potential of different multimodal designs for mutual disambiguation of input signals. The goal of our research is to explore how simple prototyping tools and modelling techniques can be used to support the design of robust sets of multimodal commands. We show that finite state machines (FSMs) can be used to model different interaction designs, achieve modality integration and test error robustness.

2. Interaction Designs

We define an interaction design as a description of how a particular set of modal user inputs can be used to activate a set of multimodal commands. For example, in one interaction design, the command “moving an object” may be specified by the following sequence of inputs: mouse-press on an object, mouse-drag and mouse-release. Alternatively, in another interaction design, the same command could be specified by a different sequence of inputs such as: mouse-click on an object, speech input “move” and mouse-click on a target position. Such sequences of inputs and actions can be modelled by simple finite state machines (FSMs).

![Figure 2: Finite State Machine (FSM)](image)

FSMs (see Figure 2) are a well-known technique for describing and controlling dialogs in graphical user interfaces [7]. According to [2], controlling a complete dialog with FSMs can present some significant drawbacks (such as promoting the use of modes), but FSMs are particularly appropriate for modelling dialogs at the command level. An FSM typically consists of states, events, transitions and actions. A transition has a source and a target state, and is executed when the FSM is in the source state and the event associated with the transition occurs. Upon the execution of a transition, an action associated with it can be triggered. Typically, a dialog starts with the machine being in a “start” state; as user inputs arrive, they are compared against the transitions leaving the current state. If the event matches the transition, the FSM moves to the state at the other end of the transition (target state); if no matching transition is found, the FSM usually moves to a special error state.

Figure 3 shows the representations of a “move” command and a “remove” command using the FSM formalism.

![Figure 3: FSMs in which two different commands (“move” and “remove”) are declared.](image)

We have implemented a simple tool to help designers to declare and test multimodal designs based on the FSM formalism [1]. Figure 4 shows the global architecture of the system. The toolkit comprises two main modules: the “Interaction Model” and the “Multimodal Engine” to which is connected the core of the application (where the functions of the application are implemented).

![Figure 4: Toolkit global architecture.](image)
3. **Testing Error Robustness**

As explained in the introduction, the design of an interaction model has some implications for the efficiency of mutual disambiguation and error robustness. In this section, we discuss how our FSM-based interaction-modelling framework can take advantage of the availability of multiple recognition hypotheses to handle uncertainty and test different degrees of robustness. We suggest several methods for the automatic correction of recognition errors: passive error handling, priority to first hypothesis, multiple dispatch, probabilistic FSM and backtracking.

### 3.1 Passive Error Handling

By simply not having an error state, an FSM can naturally filter out erroneous recognition hypotheses. The misrecognised inputs are simply ignored, because they will not match the transition events of the current state. The user may then choose to either repeat the input or reformulate it in order to increase the chances of good recognition. Once the input is correctly recognized, the dialog can resume.

Figure 3 shows an example where passive error handling is effective. Let us imagine that the user intends to move an object on the display; he or she says “move” but the machine understands “remove”. Neither of the two FSMs can execute a transition so the speech input is ignored and the user can simply reiterate the speech. He or she may choose to say “delete” in order to avoid the previous confusion happening again. Both “move” and “delete” are assigned the tag [move] against which the transition event is compared.

Passive error handling is a very simple technique that does not achieve error correction but is able to filter out erroneous recognition results. It is appropriate for testing the robustness of simple interaction models, where all FSMs are significantly different from each other.

### 3.2 Priority to First Hypothesis

When the recognition engine delivers more than one recognition hypothesis, an alternative strategy can be used. In the previous example, we saw that, given the interaction model of Figure 3, the first hypothesis is ignored because it does not match any of the FSMs’ transition events. The event handler may then dispatch the second hypothesis, which will be accepted by the first FSM. In this case, the user does not need to repeat the input, as the recognition error has been automatically corrected.

In order to work, this technique relies on the availability of several recognition hypotheses and on the fact that the correct speech input is present in one of these hypotheses. In the case of simple interaction models, it can be used to test the potential of a design for the automatic correction of recognition errors.

### 3.3 Multiple Dispatch

Another strategy is to dispatch the entire set of recognition hypotheses one after the other. Let us still imagine that the speech engine has delivered two recognition hypotheses: “remove” and “move”, but let us now consider the interaction model shown in Figure 5 (note that the models shown in Figures 3 and 5 differ in that the bottom FSMs accept different inputs in their first transition). In the model shown in Figure 5, the bottom FSM will accept the first hypothesis (“remove”) and the top one will accept the second hypothesis (“move”). Both FSMs will then reach their final state at the same time and the application will receive two concurrent actions and sets of inputs. The application will be in charge of deciding which of the two commands is the most probable. It is not aware of the order in which the speech recognition hypotheses were delivered, so for a more sophisticated strategy, the use of probabilistic FSMs is necessary.

**Figure 5: Robust interaction model with a “multiple dispatch” strategy**

### 3.4 Probabilistic State Machines

The use of probabilistic state machines for dialog management for inputs with uncertainty has been discussed in [2]. This technique is relevant and applicable to multimodal interaction. The main difference between a probabilistic model and the traditional model of FSMs is that instead of having a single current state, a probabilistic FSM can have a distribution of alternative states. The probability that the machine is in any of these states is calculated based on a probability associated with each of the alternative user inputs. A drawback to this technique is that it relies on the recognition engines to provide a confidence score with each of the alternative hypotheses. Alternatively, it is suggested in [2] that when these confidence scores are not provided, they can be calculated a priori from a confusion matrix, built while the recognition system is being trained. However, sensitivity to the environment (e.g. background noise) that is characteristic of recognition technologies makes these confusion matrices highly unstable and hence unreliable. One potential advantage of this technique, though, is that the probability of a state that triggered an action can be communicated to the application. The application can then combine this probability with its internal models to evaluate if an action should be executed or not, or to compare several concurrent actions.
3.5 Backtracking

When an erroneous input has been accepted by an FSM, backtracking may be useful. It should be considered in the following situations:

- when the event to be matched is deterministic (e.g. a mouse press) but the user input cannot be accepted;
- when an action associated with a transition cannot be executed in the application (for example when the application cannot find an object under a mouse press).

In these situations, the FSM should backtrack to its previous state, to acknowledge that the user’s intention does not match what is modelled in the FSM. Alternatively, the FSM could move to an error state.

Backtracking may also be considered when no transition has been executed, or when no user input has been received for a certain period of time. Temporal thresholds should be fixed to determine how long to wait for additional inputs.

4. Discussion and Conclusion

In this paper, we have suggested several techniques for error testing in the design phase of the production of a multimodal system. These techniques exhibit diverse levels of efficiency, complexity and scalability. The complexity of the interaction model to be tested, the availability of several recognition hypotheses and the desired level of robustness should indicate the use of one technique over another.

The robustness of the interaction mainly depends on the complexity of the interaction model and how efficiently mutual disambiguation can operate within that model. The simplest error handling methods (passive error handling and priority to first hypothesis) are unlikely to work for an interaction model consisting of many FSMs, as it becomes highly probable that the first hypothesis will be accepted by at least one of the FSMs. An interaction model for which such techniques can efficiently achieve error correction can be considered as very robust.

As the interaction models become more complex, more sophisticated error handling methods must be deployed (e.g. probabilistic FSMs and backtracking). However, these methods require that the application is able to handle uncertain actions. In this case, interaction robustness not only depends on the design of the interaction model but also on the ability of the application to reason about concurrent actions.

The iterative design, implementation and testing of multimodal user interfaces is difficult, due to a lack of supporting tools for designers and developers. In response to this, we have developed a toolkit that aims to facilitate this process. In particular, modality integration, error handling and user input management are handled by the toolkit in a transparent manner. We have also developed a graphical tool that facilitates the process of declaring interaction models (see section 3). However, in the near future we are planning to automatically generate interaction models from experimental observations. Potential users will be asked to freely produce actions with the aim of activating specific multimodal commands. These actions will then form the basis for the automatic generation of FSMs. These automatically generated FSMs will then be tested for error robustness using the techniques presented in this paper.
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