$$
\begin{align*}
& \times \Gamma\left(i+\frac{m_{k}}{2}+\frac{3}{2}\right)\left(-4 \tau \Omega_{k}^{2} p_{u}^{2} N\right)^{i} x^{-2 v(i+1)+1} d x \\
= & \frac{\tau \Omega_{k}^{2} p_{u}^{2} N 2^{m_{k}} \Gamma\left(\frac{v-1}{v}\right) \Gamma\left(\frac{m_{k}}{2}+\frac{1}{2}\right) \Gamma\left(\frac{m_{k}}{2}+1\right)}{\left(R^{2}-R_{0}^{2}\right) v \sqrt{\pi} \ln (2) \Gamma\left(m_{k}\right) \Gamma\left(\frac{v-1}{v}+1\right)} \\
& \times \sum_{i=0}^{\infty} \frac{\Gamma(i+1) \Gamma(2) \Gamma\left(i+\frac{v-1}{v}\right) \Gamma\left(\frac{v-1}{v}+1\right)}{\Gamma(1) \Gamma(i+2) \Gamma\left(\frac{v-1}{v}\right) \Gamma\left(i+\frac{v-1}{v}+1\right)} \\
& \times \frac{\Gamma\left(i+\frac{m_{k}}{2}+\frac{1}{2}\right) \Gamma\left(i+\frac{m_{k}}{2}+1\right) \Gamma(i+1)}{\Gamma\left(\frac{m_{k}}{2}+\frac{1}{2}\right) \Gamma\left(\frac{m_{k}}{2}+1\right) \Gamma(1)} \\
& \times\left(\frac{1}{R_{0}^{2 v-2}} \frac{\left(\frac{-4 \tau \Omega_{k}^{2} p_{u}^{2} N}{R_{0}^{2 v}}\right)^{i}}{\Gamma(i+1)}-\frac{1}{R^{2 v-2}} \frac{\left(\frac{-4 \tau \Omega_{k}^{2} p_{u}^{2} N}{R^{2 v}}\right)^{i}}{\Gamma(i+1)}\right) . \tag{35}
\end{align*}
$$

Based on the definition of Pochmann symbol and together with [19, eq. (16.2.1)], the derivation of $\int_{R_{0}}^{R} x \Xi_{1}\left(x, m_{k}, p_{u}, v\right) d x$ is completed. The derivation of $\int_{R_{0}}^{R} x \Xi_{2}\left(x, m_{k}, p_{u}, v\right) d x$ is similar to Appendix B, where $N$ in Appendix B is replaced with $\tau$. Thus, we end the whole proof.
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#### Abstract

We consider transmit antenna selection (TAS) in cognitive multiple-input-multiple-output (MIMO) relay networks as an interference-aware design for secondary users (SUs) to ensure power and interference constraints of multiple primary users (PUs). In doing so, we derive new exact and asymptotic expressions for the outage probability of TAS with maximal ratio combining (TAS/MRC) and with selection combining (TAS/SC) over Rayleigh fading. The proposed analysis and simulations highlight that TAS/MRC and TAS/SC with decode-and-forward relaying achieve the same diversity order in cognitive MIMO networks, which scales with the minimum number of antennas at the SUs. Furthermore, we accurately characterize the outage gap between TAS/MRC and TAS/SC relaying as a concise ratio of their array gains.


Index Terms-Cognitive radio, cooperative communications, multiple-input-multiple-output (MIMO).

## I. INTRODUCTION

Multiple-input-multiple-output (MIMO) relaying in cognitive spectrum sharing is a revolutionary framework to combat spectrum scarcity and support the dramatic expansion of wireless networks [1]. From a power perspective, cognitive MIMO relaying holds the key of addressing the conflicting demands of increased reliability for secondary users

[^0](SUs) while satisfying strict interference constraints in the primary users (PUs). However, the benefits of cognitive MIMO relaying may be constrained by the restricted power and feedback overheads of SUs. Against this backdrop, we consider transmit antenna selection (TAS) as an interference-aware design for cognitive MIMO relay networks. Specifically, we focus on underlay spectrum sharing with two lowpower and low-complexity protocols: 1) TAS with receiver maximalratio combining (TAS/MRC); and 2) TAS with receiver selection combining (TAS/SC).

Scanning the open literature, for underlay spectrum sharing without relays, the ergodic capacity and outage probability of TAS/MRC were studied in [2] and [3], respectively. In [4], a symbol-error-rate-optimal selection rule was proposed for TAS, with a single SU receiver and a single PU receiver (PU-Rxs), whereas in [5], power allocation for TAS/MRC with a PU transmitter (PU-Tx) and a PU-Rx was analyzed. More recently, TAS in underlay spectrum sharing with decode-andforward (DF) relaying has been examined in [6]-[8]. The ergodic capacity of TAS with a single PU-Rx was derived in [6], whereas in [7] and [8], the outage probability of TAS/MRC with multiple PU-Rxs was characterized. Finally, in [9], the results of [7] and [8] were extended to consider the impact of multiple PU-Txs on the outage probability.

In this paper, in contrast to the aforementioned works, we consider the impact of multiple PU-Txs and multiple PU-Rxs on TAS/MRC and TAS/SC relaying. This allows us to examine the joint impact of three underlay spectrum sharing power constraints on TAS/MRC and TAS/SC:

- maximum transmit power at the SU transmitters (SU-Txs) $\mathcal{P}_{\mathrm{T}}$;
- interference temperature at the PU-Rxs due to the SU-Txs $\mathcal{Q}$;
- interference power at the SU receivers ( $\mathrm{SU}-\mathrm{Rxs}$ ) due to the PU-Txs $\mathcal{P}_{\mathrm{I}}$.
To do so, we derive new closed-form expressions for the cumulative distribution function (CDF) of the signal-to-interference ratios (SIRs) for TAS/MRC and TAS/SC relaying with multiple PU transceivers. Based on these, we present new formulas for the exact and asymptotic outage probability. Furthermore, we accurately characterize the outage gap between TAS/MRC and TAS/SC relaying as a concise ratio of their array gains.


## II. System Model

We study MIMO relaying in underlay spectrum sharing networks, as shown in Fig. 1, with a SU source (S), SU relay (R), and SU destination (D) sharing the same spectrum with $L$ PU-Txs and $L$ PU-Rxs. According to underlay spectrum sharing rules, the interference temperature at the PU-Rxs must not exceed a predetermined threshold, $\mathcal{Q}$. As such, the transmit power with TAS at S can be constrained as

$$
\begin{equation*}
P_{\mathrm{S}}=\min \left(\mathcal{P}_{\mathrm{T}}, \frac{\mathcal{Q}}{\max _{l \in\{1, \ldots, L\}}\left|h_{1 i^{*} l}\right|^{2}}\right) \tag{1}
\end{equation*}
$$

where $|\cdot|$ denotes the absolute value, and $h_{1 i^{*} l}$ are the channel coefficients from the selected $i$ th transmit antenna at S to the $L$ PU-Rxs. ${ }^{1}$ The transmit power at R, i.e., $P_{\mathrm{R}}$, can be obtained from (1) by replacing $h_{1 i^{*} l}$ with the corresponding channel coefficients $h_{2 j^{*} l}$, from the selected $i$ th transmit antenna at R to the $L$ PU-Rxs.

## A. TAS/MRC Relaying

Considering TAS/MRC in the $S \rightarrow R$ link, a single transmit antenna is selected at $S$, and all the receive antennas at $R$ are combined using

[^1]

Fig. 1. Cognitive MIMO relaying network with multiple primary transceivers.
MRC. As such, the instantaneous received SIR is

$$
\begin{equation*}
\tilde{\gamma}_{1}=\frac{P_{\mathrm{S}}\left\|\mathbf{g}_{1 i^{*}}\right\|^{2}}{\sum_{\ell=1}^{L} \mathcal{P}_{\mathrm{I}}\left|h_{3 \ell j}\right|^{2}} \tag{2}
\end{equation*}
$$

where $P_{\mathrm{S}}$ is the transmit power at S defined in (1), $\mathcal{P}_{\mathrm{I}}$ is the interference power from the $L$ PU-Tx nodes, and $\|\cdot\|$ denotes the Euclidean norm. In (2), we define

$$
\begin{equation*}
\left\|\mathbf{g}_{1 i^{*}}\right\|^{2}=\max _{i \in\left\{1, \ldots, N_{\mathrm{S}}\right\}}\left\{\left\|\left[g_{1 i 1}, \ldots, g_{1 i N_{\mathrm{R}}}\right]\right\|^{2}\right\} \tag{3}
\end{equation*}
$$

as the largest channel vector norm squared in the $S \rightarrow R$ link, whereas $\left|h_{3 \ell j}\right|^{2}$ is the channel gain from the $\ell$ th PU-Tx node to all the receive antennas at $R$. In the $R \rightarrow D$ link, a single transmit antenna is selected at $R$, and all the receive antennas at $D$ are combined using MRC. As such, the instantaneous received $\operatorname{SIR} \tilde{\gamma}_{2}$ can be obtained from (2) by replacing $P_{\mathrm{S}}$ with $P_{\mathrm{R}}$, and considering

$$
\begin{equation*}
\left\|\mathbf{g}_{2 j^{*}}\right\|^{2}=\max _{j \in\left\{1, \ldots, N_{\mathrm{R}}\right\}}\left\{\left\|\left[g_{2 j 1}, \ldots, g_{2 j N_{\mathrm{D}}}\right]\right\|^{2}\right\} \tag{4}
\end{equation*}
$$

as the largest channel vector norm squared in the $\mathrm{R} \rightarrow \mathrm{D}$ link, and $\left|h_{4 \ell k}\right|^{2}$ as the channel gain from the $\ell$ th PU-Tx node to all the receive antennas at D . Based on $\tilde{\gamma}_{1}$ and $\tilde{\gamma}_{2}$, the SIR of the $\mathrm{S} \rightarrow \mathrm{R} \rightarrow \mathrm{D}$ link can be written as [10]

$$
\begin{equation*}
\gamma_{\mathrm{D}, \mathrm{TAS} / \mathrm{MRC}}=\min \left(\tilde{\gamma}_{1}, \tilde{\gamma}_{2}\right) \tag{5}
\end{equation*}
$$

which is due to the fact that the end-to-end SIR is determined by the weakest link.

## B. TAS/SC Relaying

Considering TAS/SC in the $S \rightarrow R$ link, a single transmit-receive antenna pair is selected at $S$ and $R$ such that the instantaneous received SIR is given by

$$
\begin{equation*}
\hat{\gamma}_{1}=\frac{P_{\mathrm{S}}\left|g_{1 i^{*} j^{*}}\right|^{2}}{\sum_{\ell=1}^{L} \mathcal{P}_{\mathrm{I}}\left|h_{3 \ell j^{*}}\right|^{2}} \tag{6}
\end{equation*}
$$

In (6), $\left|g_{1 i^{*} j^{*}}\right|^{2}=\max _{i, j}\left\{\left|g_{1 i j}\right|^{2}\right\}$ is the largest channel gain from $S$ to R , and $\left|h_{3 \ell j^{*}}\right|^{2}$ is the channel gain from the $\ell$ th PU-Tx node to the selected receive antenna at $R$. In the $R \rightarrow D$ link, a single transmitreceive antenna pair is selected at $R$ and $D$ such that the instantaneous received $\operatorname{SIR} \hat{\gamma}_{2}$ is obtained from (6) by replacing $P_{\mathrm{S}}$ with $P_{\mathrm{R}}$ and by
considering $\left|g_{2 j^{\dagger} k^{*}}\right|^{2}=\max _{j, k}\left\{\left|g_{2 j k}\right|^{2}\right\}$ as the largest channel gain from R to D, and $\left|h_{4 \ell k^{*}}\right|^{2}$ as the channel gain from the $\ell$ th PU-Tx node to the selected receive antenna at $D$. Note that the selected receive antenna at R, i.e., $j^{*}$, may not be the same as the selected transmit antenna at $R$, i.e., $j^{\dagger}$. The SIR of the $S \rightarrow R \rightarrow D$ link can be evaluated as

$$
\begin{equation*}
\gamma_{\mathrm{D}, \mathrm{TAS} / \mathrm{SC}}=\min \left(\hat{\gamma}_{1}, \hat{\gamma}_{2}\right) \tag{7}
\end{equation*}
$$

We note that TAS/SC simply selects the strongest SU-Rx antenna resulting in lower receiver complexity relative to TAS/MRC where all the receive antennas are combined.

## III. Outage Probability

The outage probability is defined as the probability that the end-toend SIR is below a minimum threshold $\gamma_{\text {th }}$ and can be written as

$$
\begin{equation*}
P_{\text {out }}=\operatorname{Pr}\left\{\gamma_{\mathrm{D}} \leq \gamma_{\mathrm{th}}\right\}=F_{\gamma_{\mathrm{D}}}\left(\gamma_{\mathrm{th}}\right) \tag{8}
\end{equation*}
$$

where $F_{\gamma_{\mathrm{D}}}\left(\gamma_{\text {th }}\right)$ is the CDF of $\gamma_{\mathrm{D}}$. Given that the end-to-end SIRs in both (5) and (7) are based on the minimum SIR in each link, the exact outage probability can be further evaluated as

$$
\begin{equation*}
P_{\mathrm{out}}=F_{\gamma_{1}}\left(\gamma_{\mathrm{th}}\right)+F_{\gamma_{2}}\left(\gamma_{\mathrm{th}}\right)-F_{\gamma_{1}}\left(\gamma_{\mathrm{th}}\right) F_{\gamma_{2}}\left(\gamma_{\mathrm{th}}\right) \tag{9}
\end{equation*}
$$

where $\gamma_{1}=\tilde{\gamma}_{1}, \gamma_{2}=\tilde{\gamma}_{2}$ for TAS/MRC relaying, and $\gamma_{1}=\hat{\gamma}_{1}$, $\gamma_{2}=\hat{\gamma}_{2}$ for TAS/SC relaying.

## A. TAS/MRC Relaying

Theorem 1: The CDF of $\tilde{\gamma}_{1}$ for TAS/MRC in the presence of $L$ PU-Txs and PU-Rxs is

$$
\begin{align*}
& F_{\tilde{\gamma}_{1}}(\gamma)=1-\epsilon_{1} \sum_{n=1}^{N_{\eta}}\binom{N_{\eta}}{n}(-1)^{n+1}\left(1+\frac{\mathcal{P}_{\mathrm{I}} \Omega_{h_{3}} n \gamma}{\mathcal{P}_{\mathrm{T}} \Omega_{g_{1}}}\right)^{-L} \Delta_{1} \\
& -\sum_{n=1}^{N_{\eta}} \sum_{l=0}^{L-1} \frac{\binom{N_{\eta}}{n}\binom{L-1}{l} L(-1)^{l+n+1}}{(l+1) e^{\frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} \Omega_{1}}}}\left(\frac{\mathcal{Q}(l+1) \Omega_{g_{1}}}{\mathcal{P}_{\mathrm{I}} \Omega_{h_{1}} \Omega_{h_{3}} n \gamma}\right)^{L} \Delta_{2} \tag{10}
\end{align*}
$$

where

$$
\begin{align*}
\Delta_{1}= & \prod_{p=1}^{N_{\mathrm{R}}-1}\left[\sum_{n_{p}=0}^{n_{p-1}}\binom{n_{p-1}}{n_{p}}\left(\frac{1}{p}\right)^{n_{p}-n_{p+1}}\right] \\
& \times \frac{\Gamma\left(L+\sigma_{n_{p}}\right)}{\Gamma(L)}\left(\frac{\mathcal{P}_{\mathrm{T}} \Omega_{g_{1}}}{\mathcal{P}_{\mathrm{I}} \Omega_{h_{3}} \gamma}+n\right)^{-\sigma_{n_{p}}}  \tag{11}\\
\Delta_{2}= & \prod_{p=1}^{N_{\mathrm{R}}-1}\left[\sum_{n_{p}=0}^{n_{p-1}}\binom{n_{p-1}}{n_{p}}\left(\frac{1}{p!}\right)^{n_{p}-n_{p+1}}\right]\left(\frac{1}{n}\right)^{\sigma_{n_{p}}} \\
& \times \frac{\Gamma\left(L+\sigma_{n_{p}}\right) \Gamma\left(1+\sigma_{n_{p}}\right)}{\Gamma(L)} \sum_{\alpha=0}^{\sigma_{n_{p}}} \frac{1}{\alpha!}\left(\frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} \Omega_{h_{1}}}\right)^{\alpha} \\
& \times \Psi\left(\sigma_{n_{p}}+L, \alpha+L ; \frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} \Omega_{h_{1}}}+\frac{\mathcal{Q}(l+1) \Omega_{g_{1}}}{\mathcal{P}_{\mathrm{I}} \Omega_{h_{1}} n \gamma \Omega_{h_{3}}}\right) \tag{12}
\end{align*}
$$

and $\epsilon_{1}=\left(1-e^{-\left(\mathcal{Q} / \mathcal{P}_{\mathrm{T}} \Omega_{h_{1}}\right)}\right)^{L}, N_{\eta}=N_{\mathrm{S}}, \sigma_{n_{p}}=\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}, n_{0}=$ $n$, and $n_{N_{R}}=0$. The symbol $\Gamma(\cdot)$ in (11) and (12) represents the gamma function [11, Eq. (8.310.1)], and $\Psi(a, b ; z)$ is the confluent hypergeometric function [11, Eq. (9.210.2)]. The parameters $\Omega_{g_{1}}$, $\Omega_{h_{1}}$, and $\Omega_{h_{3}}$ are the mean power of the Rayleigh distributed channel gains, in $\mathbf{G}_{1}, \mathbf{H}_{1}$, and $\mathbf{H}_{3}$, respectively.

Proof: See Appendix A.
Note that the CDF expression for TAS/MRC in (10) is consisted of easy-to-evaluate finite summations of standard functions, available in popular numerical software such as MATLAB and Mathematica. Now, given that the channels are independent, the exact $\operatorname{CDF}$ of $\tilde{\gamma}_{2}$ can be derived by simply exchanging the parameters $\Omega_{h_{1}} \rightarrow \Omega_{h_{2}}, \Omega_{h_{3}} \rightarrow$ $\Omega_{h_{4}}, \Omega_{g_{1}} \rightarrow \Omega_{g_{2}}, N_{\mathrm{S}} \rightarrow N_{\mathrm{R}}$, and $N_{\mathrm{R}} \rightarrow N_{\mathrm{D}}$.

## B. TAS/SC Relaying

Theorem 2: The CDF of $\hat{\gamma}_{1}$ for TAS/SC in the presence of $L$ PU-Txs and PU-Rxs is

$$
\begin{align*}
& F_{\hat{\gamma}_{1}}(\gamma)=1-\epsilon_{1} \sum_{n=1}^{N_{\eta}}\binom{N_{\eta}}{n}(-1)^{n+1}\left(1+\frac{\mathcal{P}_{\mathrm{I}} \Omega_{h_{3}} n \gamma}{\mathcal{P}_{\mathrm{T}} \Omega_{g_{1}}}\right)^{-L} \\
- & \sum_{n=1}^{N_{\eta}} \sum_{l=0}^{L-1} \frac{\binom{N_{\eta}}{n}\binom{L-1}{l} L(-1)^{l+n+1}}{(l+1) e^{\frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} h_{1}}}}\left(\frac{\mathcal{Q}(l+1) \Omega_{g_{1}}}{\mathcal{P}_{\mathrm{I}} \Omega_{h_{1}} \Omega_{h_{3}} n \gamma}\right)^{L} \Delta_{3} \tag{13}
\end{align*}
$$

where

$$
\begin{align*}
& \Delta_{3}=e^{\frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} h_{1}}}+\frac{\mathcal{Q}(l+1) \Omega_{g_{1}}}{\mathcal{P}_{\mathrm{I}} \Omega_{h_{1}} h_{3}{ }^{n \gamma}} \\
& \times \Gamma\left(1-L, \frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} \Omega_{h_{1}}}+\frac{\mathcal{Q}(l+1) \Omega_{g_{1}}}{\mathcal{P}_{\mathrm{I}} \Omega_{h_{1}} \Omega_{h_{3}} n \gamma}\right) \tag{14}
\end{align*}
$$

with $N_{\eta}=N_{\mathrm{S}} N_{\mathrm{R}}$, and $\Gamma(\cdot, \cdot)$ being the upper incomplete gamma function [11, Eq. (8.350.2)].

## Proof: See Appendix B.

The exact CDF of $\hat{\gamma}_{2}$ follows directly by exchanging the parameters $\Omega_{h_{1}} \rightarrow \Omega_{h_{2}}, \Omega_{h_{3}} \rightarrow \Omega_{h_{4}}, \Omega_{g_{1}} \rightarrow \Omega_{g_{2}}, N_{\mathrm{S}} \rightarrow N_{\mathrm{R}}$, and $N_{\mathrm{R}} \rightarrow N_{\mathrm{D}}$, in (13). Interestingly, we observe that (13) can be obtained directly from (10), by setting $N_{\eta}=N_{\mathrm{S}} N_{\mathrm{R}}, \Delta_{1}=1$, and $\Delta_{2}=\Delta_{3}$.

## IV. Asymptotic Outage Probability

To obtain further insights, we examine the asymptotic outage probability of TAS/MRC and TAS/SC relaying, when $\mathcal{P}_{\mathrm{T}} \rightarrow \infty$. Due to the fact that the CDFs of $\gamma_{\mathrm{D}}$ in (5) and (7) are both constrained by the lower diversity link, the asymptotic outage probability can be evaluated as

$$
P_{\text {out }}^{\infty}= \begin{cases}F_{\gamma_{1}}^{\infty}\left(\gamma_{\mathrm{th}}\right) & N_{\mathrm{S}} N_{\mathrm{R}}<N_{\mathrm{R}} N_{\mathrm{D}}  \tag{15}\\ F_{\gamma_{2}}^{\infty}\left(\gamma_{\mathrm{th}}\right) & N_{\mathrm{S}} N_{\mathrm{R}}>N_{\mathrm{R}} N_{\mathrm{D}} \\ F_{\gamma_{1}}^{\infty}\left(\gamma_{\mathrm{th}}\right)+F_{\gamma_{2}}^{\infty}\left(\gamma_{\mathrm{th}}\right) & N_{\mathrm{S}} N_{\mathrm{R}}=N_{\mathrm{R}} N_{\mathrm{D}}\end{cases}
$$

where $\gamma_{1}=\tilde{\gamma}_{1}, \gamma_{2}=\tilde{\gamma}_{2}$ for TAS/MRC, and $\gamma_{1}=\hat{\gamma}_{1}, \gamma_{2}=\hat{\gamma}_{2}$ for TAS/SC.

## A. TAS/MRC Relaying

Theorem 3: A closed-form expression for the asymptotic CDF of $\tilde{\gamma}_{1}$ is

$$
\begin{equation*}
F_{\tilde{\gamma}_{1}}^{\infty}(\gamma)=\Phi_{1}\left(\frac{\gamma \mathcal{P}_{\mathrm{I}}}{\mathcal{P}_{\mathrm{T}}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}}+\Phi_{2}\left(\frac{\gamma \mathcal{P}_{\mathrm{I}}}{\mathcal{Q}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}} \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi_{1}= & \frac{\epsilon_{1} \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+L\right) \Omega_{h_{3}}^{N_{\mathrm{S}} N_{\mathrm{R}}}}{\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}} \Gamma(L) \Omega_{g_{1}}^{N_{\mathrm{S}} N_{\mathrm{R}}}}  \tag{17}\\
\Phi_{2}= & \sum_{l=0}^{L-1} \frac{\binom{L-1}{l}(-1)^{l} L \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+L\right)\left(\Omega_{h_{1}} \Omega_{h_{3}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}}}{\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}} \Gamma(L)(l+1)^{N_{\mathrm{S}} N_{\mathrm{R}}+1} \Omega_{g_{1}}^{N_{\mathrm{S}} N_{\mathrm{R}}}} \\
& \times \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+1, \frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} \Omega_{h_{1}}}\right) . \tag{18}
\end{align*}
$$

Proof: See Appendix C.
Note that (16) accurately captures the separable contributions of $\mathcal{P}_{\mathrm{T}}, \mathcal{Q}$, and $\mathcal{P}_{\mathrm{I}}$ on the statistics of $\tilde{\gamma}_{1}$ as $\mathcal{P}_{\mathrm{T}} \rightarrow \infty$. The accuracy of our asymptotic approximation is corroborated by simulation results in Section VI. The asymptotic CDF of $\tilde{\gamma}_{2}$ follows directly from (16) with a change of variables.

## B. TAS/SC Relaying

Theorem 4: A closed-form expression for the asymptotic CDF of $\hat{\gamma}_{1}$ is given by

$$
\begin{align*}
& F_{\hat{\gamma}_{1}}^{\infty}(\gamma)=\Phi_{1}\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}}\left(\frac{\gamma \mathcal{P}_{\mathrm{I}}}{\mathcal{P}_{\mathrm{T}}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}} \\
&+\Phi_{2}\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}}\left(\frac{\gamma \mathcal{P}_{\mathrm{I}}}{\mathcal{Q}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}} \tag{19}
\end{align*}
$$

where $\Phi_{1}$ and $\Phi_{2}$ are defined in (17) and (18), respectively.
Proof: See Appendix D.
Comparing (19) and (16), we can infer that the asymptotic outage probability of TAS/MRC is lower than that of TAS/SC. The asymptotic CDF of $\hat{\gamma}_{1}$ can be obtained from (19) by applying a change of variables.

## C. Comparison of TAS/MRC and TAS/SC

For $\mathcal{Q}=\mu \mathcal{P}_{\mathrm{T}}$, the asymptotic outage probability in (15) based on (16) and (19) can be written as

$$
\begin{equation*}
P_{\mathrm{out}}^{\infty}=\left(\mathcal{O}_{A} \mathcal{P}_{\mathrm{T}}\right)^{-\mathcal{O}_{D}}+o\left(\mathcal{P}_{\mathrm{T}}^{-\mathcal{O}_{D}}\right) \tag{20}
\end{equation*}
$$

where $\mathcal{O}_{D}$ is the diversity order, and $\mathcal{O}_{A}$ is the array gain.
Inspecting (19) and (16), it is evident that TAS/MRC and TAS/SC relaying achieve the same diversity order of $\mathcal{O}_{D}=\min \left(N_{\mathrm{S}} N_{\mathrm{R}}, N_{\mathrm{R}} N_{\mathrm{D}}\right)$. Given the same diversity order, the outage gap between the two protocols can be concisely expressed as a ratio of their respective array gains as

$$
\frac{\mathcal{O}_{A, \text { TAS } / \mathrm{MRC}}}{\mathcal{O}_{A, \mathrm{TAS} / \mathrm{SC}}}= \begin{cases}\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{\frac{1}{N_{\mathrm{R}}}} &  \tag{21}\\ \left(\Gamma\left(N_{\mathrm{D}}+1\right)\right)^{\frac{1}{N_{\mathrm{D}}}} & N_{\mathrm{S}} N_{\mathrm{R}}<N_{\mathrm{R}} N_{\mathrm{D}} \\ & N_{\mathrm{S}} N_{\mathrm{R}}>N_{\mathrm{R}} N_{\mathrm{D}} \\ \left(\frac{\Theta_{1}\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{\frac{1}{N_{\mathrm{R}}}}+\Theta_{2}\left(\Gamma\left(N_{\mathrm{D}}+1\right)\right)^{\frac{1}{N_{\mathrm{D}}}} \Theta_{1}+\Theta_{2}}{\Theta_{\mathrm{S}}{ }^{\frac{1}{N_{\mathrm{R}}}}}\right. \\ N \quad N_{\mathrm{S}} N_{\mathrm{R}}=N_{\mathrm{R}} N_{\mathrm{D}}\end{cases}
$$

where

$$
\begin{align*}
\Theta_{1}= & \frac{\epsilon_{1} \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+L\right) \Omega_{h 3}^{N_{\mathrm{S}} N_{\mathrm{R}}}}{\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}} \Gamma(L) \Omega_{g 1}^{N_{\mathrm{S}} N_{\mathrm{R}}}} \\
& +\sum_{l=0}^{L-1} \frac{\binom{L-1}{l}(-1)^{l} L \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+L\right)\left(\Omega_{h_{1}} \Omega_{h_{3}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}}}{\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}} \Gamma(L)(l+1)^{N_{\mathrm{S}} N_{\mathrm{R}}+1}\left(\mu \Omega_{g_{1}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}}} \\
& \times \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+1, \frac{\mu(l+1)}{\Omega_{h_{1}}}\right)  \tag{22}\\
\Theta_{2}= & \frac{\epsilon_{2} \Gamma\left(N_{\mathrm{R}} N_{\mathrm{D}}+L\right) \Omega_{h_{4}}^{N_{\mathrm{R}} N_{\mathrm{D}}}}{\left(\Gamma\left(N_{\mathrm{D}}+1\right)\right)^{N_{\mathrm{R}}} \Gamma(L) \Omega_{g_{2}}^{N_{\mathrm{R}} N_{\mathrm{D}}}} \\
& +\sum_{l=0}^{L-1} \frac{\binom{L-1}{l}(-1)^{l} L \Gamma\left(N_{\mathrm{R}} N_{\mathrm{D}}+L\right)\left(\Omega_{h_{2}} \Omega_{h_{4}}\right)^{N_{\mathrm{R}} N_{\mathrm{D}}}}{\left(\Gamma\left(N_{\mathrm{D}}+1\right)\right)^{N_{\mathrm{R}}} \Gamma(L)(l+1)^{N_{\mathrm{R}} N_{\mathrm{D}}+1}\left(\mu \Omega_{g_{2}}\right)^{N_{\mathrm{R}} N_{\mathrm{D}}}} \\
& \times \Gamma\left(N_{\mathrm{R}} N_{\mathrm{D}}+1, \frac{\mu(l+1)}{\Omega_{h_{2}}}\right) . \tag{23}
\end{align*}
$$



Fig. 2. Outage probability of TAS/MRC and TAS/SC relaying with $L=3$, $N_{\mathrm{S}}=N_{\mathrm{D}}=2, \mathcal{Q}=2 \mathcal{P}_{\mathrm{T}}$, and $\mathcal{P}_{\mathrm{I}}=5 \mathrm{dBm}$.

Interestingly, we note that, although the array gains of TAS/MRC and TAS/SC relaying decrease with increasing $\mathcal{P}_{\mathrm{I}}$, the outage gap between the two protocols is independent of $\mathcal{P}_{\mathrm{I}}$.

## V. Numerical Examples

We consider a simple 2-D topology with the PU-Tx cluster centered at $(0,1)$, the PU-Rx cluster centered at $(1,1), S$ at $(0,0), D$ at $(1,0)$, and R at $\left(0, d_{\mathrm{R}}\right)$ with $0<d_{\mathrm{R}}<1$. The channel gains are nonidentical Rayleigh distributed random variables with average channel power values, $\Omega_{g 1}, \Omega_{g 2}, \Omega_{h 1}, \Omega_{h 2}, \Omega_{h 3}$, and $\Omega_{h 4}$, defined according to an exponential-decay path-loss model of $d^{-\nu}$, where $d$ is the distance between a given pair of transceivers, and $\nu=3$ is the path-loss coefficient. In all the figures, we use ' $O$ ' to denote simulation points for TAS/MRC and '+' to denote simulation points for TAS/SC. The solid curves represent the exact outage probability, and the dashed curves represent the asymptotic outage probability. We observe good agreement between our analytical results and simulations in all the plots.

Figs. 2 and 3 plot the outage probability versus $\mathcal{P}_{\mathrm{T}}$. The outage threshold is set to $\gamma_{\text {th }}=5 \mathrm{~dB}$, and the interference power is $\mathcal{P}_{\mathrm{I}}=$ 5 dBm . Fig. 2 plots the outage probability when $\mathcal{Q}$ is proportional to $\mathcal{P}_{\mathrm{T}}$, according to $\mathcal{Q}=2 \mathcal{P}_{\mathrm{T}}$, which represents the scenario where the SU transmit power values are not severely constrained by $\mathcal{Q}$. We observe that the outage probability of TAS/MRC and TAS/SC improves continuously with increasing $\mathcal{P}_{\mathrm{T}}$ without any outage floor. We also note that the outage probability improves significantly with increasing $N_{\mathrm{R}}$. As expected, TAS/MRC relaying offers a lower outage probability relative to TAS/SC relaying. Fig. 3 plots the outage probability for the case where $\mathcal{Q}$ is fixed and independent of $\mathcal{P}_{\mathrm{T}}$, which represents the scenario where the SU transmit power level are strictly limited by $\mathcal{Q}$ as $\mathcal{P}_{\mathrm{T}}$ grows large. As such, the outage probability does not continuously decrease with increasing $\mathcal{P}_{\mathrm{T}}$. We observe that our analytical curves accurately predict the outage floor in the high $\mathcal{P}_{\mathrm{T}}$ regime. We note that the outage probability increases with increasing number of PUs $L$.

Figs. 4 and 5 plot the outage probability versus $d_{\mathrm{R}}$ with $\mathcal{P}_{\mathrm{T}}=$ $10 \mathrm{dBm}, \mathcal{Q}=20 \mathrm{dBm}, \mathcal{P}_{\mathrm{I}}=5 \mathrm{dBm}$, and $\gamma_{\mathrm{th}}=5 \mathrm{~dB}$. Fig. 4 plots the outage probability for different $\mathrm{PU}-\mathrm{TxRx}$ cluster locations. As expected, the outage probability decreases when the PU-TxRx clusters are located farther away from the SUs. Interestingly, the relay location


Fig. 3. Outage probability of TAS/MRC and TAS/SC relaying with $N_{\mathrm{S}}=$ $N_{\mathrm{D}}=2, N_{\mathrm{R}}=1, \mathcal{Q}=20 \mathrm{dBm}$, and $\mathcal{P}_{\mathrm{I}}=5 \mathrm{dBm}$.


Fig. 4. Outage probability of TAS/MRC and TAS/SC relaying with $N_{\mathrm{S}}=$ $N_{\mathrm{R}}=N_{\mathrm{D}}=2$, and $L=2$.
corresponding to the minimum outage probability is closer to the source when the PU-TxRx clusters are closer to the SUs. Fig. 5 plots the outage probability when the PU-Txs are at $(0,1)$ and the PU-Rxs are at $(1,1)$. We find that an increase in $N_{\mathrm{S}}$ has a more prominent impact on the outage probability when the relay is located away from the source. Furthermore, we observe that the relay location corresponding to the minimum outage probability is closer to the destination when $N_{\mathrm{S}}$ increases from 1 to 3 .

## VI. Conclusion

We have examined TAS/MRC and TAS/SC with DF relaying in underlay spectrum sharing with multiple PU transceivers and multiple antennas at the SUs. New analytical expressions have been derived for the exact and asymptotic outage probability of TAS/MRC and TAS/SC in the presence of $L$ primary transceivers. Our analysis and simulations highlight that TAS/MRC and TAS/SC with DF relaying achieve the same diversity order when $\mathcal{Q}$ is directly proportional to $\mathcal{P}_{\mathrm{T}}$. These results are instrumental for limited-feedback beamforming as a promising extension to this paper.


Fig. 5. Outage probability of TAS/MRC and TAS/SC relaying with $N_{\mathrm{R}}=$ $N_{\mathrm{D}}=2, L=3$, and PU-TxRx $=(0,1),(1,1)$.

## APPENDIX A

## Proof of Theorem 1

The CDF of $\tilde{\gamma}_{1}$ conditioned on $Z_{1}=\sum_{\ell=1}^{L} \mathcal{P}_{\mathrm{I}}\left\|\mathbf{h}_{3 \ell}\right\|^{2}$ can be derived as

$$
\begin{equation*}
F_{\tilde{\gamma}_{1} \mid Z_{1}}(\gamma)=\underbrace{F_{X_{1}}\left(\frac{\gamma Z_{1}}{\mathcal{P}_{\mathrm{T}}}\right) F_{Y_{1}}\left(\frac{\mathcal{Q}}{\mathcal{P}_{\mathrm{T}}}\right)}_{\mathcal{I}_{1}\left(Z_{1}\right)}+\underbrace{\int_{\frac{\mathcal{Q}}{\mathcal{P}_{\mathrm{T}}}}^{\infty} f_{Y_{1}}(y) F_{X_{1}}\left(\frac{y \gamma Z_{1}}{\mathcal{Q}}\right) d y}_{\mathcal{I}_{2}\left(Z_{1}\right)} \tag{24}
\end{equation*}
$$

where $F_{Y_{1}}(x)=\left(1-e^{-\left(x / \Omega_{h_{1}}\right)}\right)^{L}$ is the CDF of $Y_{1}=\max _{l=1, \ldots, L}\left|h_{1 i^{*} l}\right|^{2}$ with corresponding probability density function (PDF) $f_{Y_{1}}(y)=$ $\left(L / \Omega_{h_{1}}\right) \sum_{l=0}^{L-1}\binom{L-1}{l}(-1)^{l} e^{-y\left((l+1) / \Omega_{h_{1}}\right)}$, and

$$
\begin{equation*}
F_{X_{1}}(x)=1-\sum_{n=1}^{N_{\mathrm{S}}}\binom{N_{\mathrm{S}}}{n}(-1)^{n+1} e^{-\frac{n x}{\Omega_{g_{1}}}}\left(\sum_{p=0}^{N_{\mathrm{R}}-1} \frac{\left(\frac{x}{\Omega_{g_{1}}}\right)^{p}}{p!}\right)^{n} \tag{25}
\end{equation*}
$$

is the CDF of $X_{1}=\left\|\mathbf{g}_{1 i^{*}}\right\|^{2}$. Integrating $\mathcal{I}_{1}\left(Z_{1}\right)$ over the PDF of $Z_{1}$, i.e., $f_{Z_{1}}(x)=\left(x^{L-1} e^{-\left(x / \mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}\right.}\right) / \Gamma(L)\left(\mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}\right)^{L}$, results in

$$
\begin{align*}
& \mathbb{E}_{Z_{1}}\left\{\mathcal{I}_{1}\left(Z_{1}\right)\right\}=F_{Y_{1}}\left(\frac{\mathcal{Q}}{\mathcal{P}_{\mathrm{T}}}\right)-F_{Y_{1}}\left(\frac{\mathcal{Q}}{\mathcal{P}_{\mathrm{T}}}\right) \sum_{n=1}^{N_{\mathrm{S}}}\binom{N_{\mathrm{S}}}{n} \frac{(-1)^{n+1}}{\left(\mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}\right)^{L}} \\
& \quad \times \prod_{p=1}^{N_{\mathrm{R}}-1}\left[\sum_{n_{p}=0}^{n_{p-1}}\binom{n_{p-1}}{n_{p}}\left(\frac{1}{p}\right)^{n_{p}-n_{p+1}}\right]\left(\frac{\gamma}{\mathcal{P}_{\mathrm{T}} \Omega_{g_{1}}}\right)^{\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}} \\
& \quad \times \frac{\Gamma\left(L+\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}\right)}{\Gamma(L)}\left(\frac{n \gamma}{\mathcal{P}_{\mathrm{T}} \Omega_{g_{1}}}+\frac{1}{\mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}}\right)^{-L-\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}} \tag{26}
\end{align*}
$$

where we expand the power sum according to

$$
\begin{equation*}
\left[\sum_{n=0}^{N-1} \frac{x^{n}}{n!}\right]^{a}=\prod_{n=1}^{N-1}\left[\sum_{a_{n}=0}^{a_{n-1}}\binom{a_{n-1}}{a_{n}}\left(\frac{1}{n!}\right)^{a_{n}-a_{n+1}}\right] x^{\sum_{n=1}^{N-1} a_{n}} \tag{27}
\end{equation*}
$$

with $N>1, a_{0}=a$, and $a_{N}=0$. The second term $\mathcal{I}_{2}\left(Z_{1}\right)$ in (24) is evaluated as

$$
\begin{align*}
\mathcal{I}_{2}\left(Z_{1}\right)= & 1-F_{Y_{1}}\left(\frac{\mathcal{Q}}{\mathcal{P}_{\mathrm{T}}}\right)-\sum_{l=0}^{L-1} \sum_{n=1}^{N_{\mathrm{S}}} \frac{\binom{L-1}{l}\binom{N_{\mathrm{S}}}{n} L(-1)^{l+n+1}}{\Omega_{h_{1}}} \\
& \times \prod_{p=1}^{N_{\mathrm{R}}-1}\left[\sum_{n_{p}=0}^{n_{p-1}}\binom{n_{p-1}}{n_{p}}\left(\frac{1}{p!}\right)^{n_{p}-n_{p+1}}\right]\left(\frac{\gamma Z_{1}}{\mathcal{Q} \Omega_{g_{1}}}\right)^{\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}} \\
& \times\left(\frac{l+1}{\Omega_{h_{1}}}+\frac{n \gamma Z_{1}}{\Omega_{g_{1}} \mathcal{Q}}\right)^{-1-\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}} \\
& \times \Gamma\left(1+\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}, \frac{(l+1) \mathcal{Q}}{\Omega_{h_{1}} \mathcal{P}_{\mathrm{T}}}+\frac{n \gamma Z_{1}}{\Omega_{g_{1}} \mathcal{P}_{\mathrm{T}}}\right) \tag{28}
\end{align*}
$$

where we solve the resulting integral by applying [11, 3.351.2]. Integrating $\mathcal{I}_{2}\left(Z_{1}\right)$ with respect to $f_{Z_{1}}(x)$ results in

$$
\begin{align*}
& \mathbb{E}_{Z_{1}}\left\{\mathcal{I}_{2}\left(Z_{1}\right)\right\}=1-F_{Y_{1}}\left(\frac{\mathcal{Q}}{\mathcal{P}_{\mathrm{T}}}\right)-\sum_{l=0}^{L-1} \sum_{n=1}^{N_{\mathrm{S}}} \frac{\binom{L-1}{l}\binom{N_{\mathrm{S}}}{n} L}{\left(\mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}\right)^{L} \Omega_{h_{1}}} \\
& \quad \times(-1)^{l+n+1} \prod_{p=1}^{N_{\mathrm{R}}-1}\left[\sum_{n_{p}=0}^{n_{p-1}}\binom{n_{p-1}}{n_{p}}\left(\frac{1}{p!}\right)^{n_{p}-n_{p+1}}\right] e^{-\frac{(l+1) \mathcal{Q}}{\Omega_{h_{1}} \mathcal{P}_{\mathrm{T}}}} \\
& \quad \times\left(\frac{\gamma}{\mathcal{Q} \Omega_{g_{1}}}\right)^{\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}} \frac{\Gamma\left(1+\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}\right) \Gamma\left(\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}+L\right)}{\Gamma(L)} \\
& \quad \sum_{p=1}^{N_{\mathrm{R}}-1} n_{p} \\
& \quad \sum_{\alpha=0} \frac{1}{\alpha!}\left(\frac{l+1}{\Omega_{h_{1}}}\right)^{\alpha+L-1}\left(\frac{\mathcal{Q}}{\mathcal{P}_{\mathrm{T}}}\right)^{\alpha}\left(\frac{\Omega_{g_{1}} \mathcal{Q}}{n \gamma}\right)^{\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}+L}  \tag{29}\\
& \quad \times \Psi\left(\sum_{p=1}^{N_{\mathrm{R}}-1} n_{p}+L, \alpha+L ; \frac{(l+1) \mathcal{Q}}{\mathcal{P}_{\mathrm{T}} \Omega_{h_{1}}}+\frac{(l+1) \Omega_{g_{1} \mathcal{Q}}}{\Omega_{h_{1}} n \gamma \mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}}\right) .
\end{align*}
$$

where we solve the resulting integral using [11, 8.352/2] and [11, 9.211.4]. Finally, the exact CDF of $\tilde{\gamma}_{1}$ is the sum of (26) and (29), which completes the proof.

## Appendix B <br> Proof of Theorem 2

The CDF of $\hat{\gamma}_{1}$ conditioned on $\hat{Z}_{1}=\sum_{\ell=1}^{L} \mathcal{P}_{\mathrm{I}}\left|h_{3 \ell j^{*}}\right|^{2}$ is derived as

$$
\begin{equation*}
F_{\hat{\gamma}_{1} \mid Z_{1}}(\gamma)=\underbrace{F_{\hat{X}_{1}}\left(\frac{\gamma \hat{Z}_{1}}{\mathcal{P}_{\mathrm{T}}}\right) F_{Y_{1}}\left(\frac{\mathcal{Q}}{\mathcal{P}_{\mathrm{T}}}\right)}_{\mathcal{I}_{3}\left(\hat{Z}_{1}\right)}+\underbrace{\int_{\mathcal{Q}}^{\infty} f_{Y_{1}}(y) F_{\hat{X}_{1}}\left(\frac{y \gamma \hat{Z}_{1}}{\mathcal{Q}}\right) d y}_{\mathcal{I}_{4}\left(\hat{Z}_{1}\right)} \tag{30}
\end{equation*}
$$

where $F_{\hat{X}_{1}}(x)=\left(1-e^{-\left(x / \Omega_{g_{1}}\right)}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}}$ is the CDF of $\hat{X}_{1}=\left|g_{1 i^{*} j^{*}}\right|^{2}$. We note that the PDF of $\hat{Z}_{1}$ is the same as that of $Z_{1}$ in Appendix A due to the fact that the SU-Rx does not coherently combine the interference signals from the PU-Txs. The remainder of the proof
follows similar steps to that in Appendix A and is omitted due to space limitation.

## Appendix C <br> Proof of Theorem 3

Approximating $\mathcal{I}_{1}\left(Z_{1}\right)$ in (24) as $\mathcal{P}_{\mathrm{T}} \rightarrow \infty$ and integrating over the PDF of $Z_{1}$ results in

$$
\begin{equation*}
\mathbb{E}_{Z_{1}}\left\{\mathcal{I}_{1}\left(Z_{1}\right)\right\} \stackrel{\mathcal{P}_{\mathrm{T}} \rightarrow \infty}{\approx} \frac{\epsilon_{1}\left(\frac{\gamma \mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}}{\mathcal{P}_{\mathrm{T}} \Omega_{g_{1}}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}} \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+L\right)}{\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}} \Gamma(L)} \tag{31}
\end{equation*}
$$

where $\epsilon_{1}=F_{Y_{1}}\left(\mathcal{Q} / \mathcal{P}_{\mathrm{T}}\right)$, and we solve the integral according to [11, 3.326.2]. The second term $\mathcal{I}_{2}\left(Z_{1}\right)$ in (24) can be evaluated for $\mathcal{P}_{\mathrm{T}} \rightarrow$ $\infty$ by applying a change of variables $y=\left(\mathcal{Q} / \mathcal{P}_{\mathrm{T}}\right) t$ and deriving the Taylor series expansion for the CDF of $X_{1}$ in (25) as $\mathcal{P}_{\mathrm{T}} \rightarrow \infty$, which results in

$$
\begin{align*}
& \mathcal{I}_{2}\left(Z_{1}\right) \stackrel{\mathcal{P}_{\mathrm{T}} \rightarrow \infty}{\approx} \sum_{l=0}^{L-1} \frac{\binom{L-1}{l}(-1)^{l} L\left(\frac{\gamma Z_{1} \Omega_{h_{1}}}{\mathcal{Q} \Omega_{g_{1}}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}}}{(l+1)^{N_{\mathrm{S}} N_{\mathrm{R}}+1}\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}}} \\
& \times \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+1, \frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} \Omega_{h_{1}}}\right) \tag{32}
\end{align*}
$$

where $\Gamma(\cdot, \cdot)$ denotes the upper incomplete gamma function [11, Eq. (8.350.2)], and we solve the resulting integral using [11, 3.351/2]. Integrating (32) over the PDF of $Z_{1}$ results in

$$
\begin{align*}
& \mathbb{E}_{Z_{1}}\left\{\mathcal{I}_{2}\left(Z_{1}\right)\right\}^{\mathcal{P}_{\mathrm{T}} \rightarrow \infty} \sum_{l=0}^{L-1} \frac{\binom{L-1}{l}(-1)^{l} L}{\left(\Gamma\left(N_{\mathrm{R}}+1\right)\right)^{N_{\mathrm{S}}}}\left(\frac{\gamma \Omega_{h_{1}} \mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}}{\mathcal{Q} \Omega_{g_{1}}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}} \\
& \quad \times \frac{\Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+L\right)}{\Gamma(L)(l+1)^{N_{\mathrm{S}} N_{\mathrm{R}}+1}} \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+1, \frac{\mathcal{Q}(l+1)}{\mathcal{P}_{\mathrm{T}} \Omega_{h_{1}}}\right) \tag{33}
\end{align*}
$$

Finally, the asymptotic CDF of $\tilde{\gamma}_{1}$ is the sum of (31) and (33), which completes the proof.

## Appendix D

## Proof of Theorem 4

Approximating $\mathcal{I}_{3}\left(\hat{Z}_{1}\right)$ in (30) as $\mathcal{P}_{\mathrm{T}} \rightarrow \infty$ and integrating over the PDF of $\hat{Z}_{1}$ result in

Applying a change of variables $d y=\left(\mathcal{Q} / \mathcal{P}_{\mathrm{T}}\right) d t$ to $\mathcal{I}_{4}\left(\hat{Z}_{1}\right)$ in (30) and deriving the Taylor series expansion to the CDF of $X_{1}$ as $\mathcal{P}_{\mathrm{T}} \rightarrow \infty$ results in

$$
\begin{align*}
& \mathcal{I}_{4}\left(\hat{Z}_{1}\right) \stackrel{\mathcal{P}_{\mathrm{T}} \rightarrow \infty}{\approx} \sum_{l=0}^{L-1}\binom{L-1}{l} \frac{(-1)^{l} L}{(l+1)^{N_{\mathrm{S}} N_{\mathrm{R}}+1}}\left(\frac{\gamma \hat{Z}_{1} \Omega_{h_{1}}}{\mathcal{Q} \Omega_{g_{1}}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}} \\
& \times \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+1, \frac{(l+1) \mathcal{Q}}{\Omega_{h_{1}} \mathcal{P}_{\mathrm{T}}}\right) . \tag{35}
\end{align*}
$$

Integrating (35) with respect to the PDF of $Z_{1}$ results in

$$
\begin{align*}
& \mathbb{E}_{\hat{Z}_{1}}\left\{\mathcal{I}_{4}\left(\hat{Z}_{1}\right)\right\}{ }^{\mathcal{P}_{\mathrm{T}} \rightarrow \infty} \sum_{l=0}^{L N_{\mathrm{Q}}^{-1}} \frac{\binom{L-1}{l}(-1)^{l} L \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+L\right)}{\Gamma(L)(l+1)^{N_{\mathrm{S}} N_{\mathrm{R}}+1}} \\
& \quad \times \Gamma\left(N_{\mathrm{S}} N_{\mathrm{R}}+1, \frac{(l+1) \mathcal{Q}}{\Omega_{h_{1}} \mathcal{P}_{\mathrm{T}}}\right)\left(\frac{\gamma \Omega_{h_{1}} \mathcal{P}_{\mathrm{I}} \Omega_{h_{3}}}{\mathcal{Q} \Omega_{g_{1}}}\right)^{N_{\mathrm{S}} N_{\mathrm{R}}} . \tag{36}
\end{align*}
$$

Finally, the asymptotic CDF of $\hat{\gamma}_{1}$ is the sum of (34) and (36) which completes the proof.
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# Vehicle Lateral Dynamics Control Through AFS/DYC and Robust Gain-Scheduling Approach 

Hui Zhang and Junmin Wang


#### Abstract

In this paper, we investigate the combined active front-wheel steering/direct yaw-moment control for the improvement of vehicle lateral stability and vehicle handling performance. A more practical assumption in this work is that the longitudinal velocity is not constant but varying within a range. Both the nonlinear tire model and the variation of longitudinal velocity are considered in vehicle system modeling. A linear-parameter-varying model with norm-bounded uncertainties is obtained. To track the system reference, a generalized proportional-integral (PI) control law is proposed. Since it is difficult to get the analytic solution for the PI gains, an augmented system is developed, and the PI control is then converted into the state-feedback control for the augmented system. Both the stability and the energy-to-peak performance of the augmented system are explored. Based on the analysis results, the controller-gain tuning method is proposed. The proposed control law and controller design method are illustrated via an electric vehicle model.


Index Terms—Active front-wheel steering (AFS), direct yaw-moment control (DYC), robust gain-scheduling control.

## I. Introduction

The last decades have witnessed increasing efforts for the vehicle advanced control systems [1], [2]. Generally, the vehicle advanced control systems are developed to improve fuel economy, emissions, passenger comfort, stability and safety, the driver's feeling, etc. For fuel economy, the technologies include the hybrid electric vehicles and electric vehicles (see [3]-[7] and the references therein). To reduce the emissions, the selective catalytic reduction control systems and EGR systems can be seen in [8], [9] for Diesel engines. Semiactive/ active suspension systems with advanced control strategies have been used to improve passenger comfort [10]-[13]. To improve stability and vehicle handling, there are antilock braking systems [14]-[17], active front-wheel steering (AFS) systems [18], direct yaw-moment control (DYC) [19], [20], and some integrated control systems [21], [22]. It is of no doubt that, with the new control technologies emerging and the increasing requirements on vehicle performance, the vehicle advanced control systems will still be popular topics during the near future.

For vehicle stability control, the DYC is one of the most concerned topics. The main principle of DYC is to exert an external yaw moment to control the lateral motion of vehicles during severe driving maneuvers. The main problems of DYC arise from how to calculate the optimal yaw moment and how to generate the desired moment. In [23], Sawase and Sano introduced an active yaw control system that

[^2]
[^0]:    Manuscript received February 7, 2014; revised July 14, 2014, December 1, 2014; accepted January 9, 2015. Date of publication January 15, 2015; date of current version January 13, 2016. The review of this paper was coordinated by Prof. Y. Gong. This work was presented in part at the IEEE Global Communications Conference, Atlanta, GA, December 2013.
    P. L. Yeoh is with the University of Melbourne, Melbourne, VIC 3010, Australia (e-mail: phee.yeoh@unimelb.edu.au).
    M. Elkashlan is with the Queen Mary, University of London, London E1 4NS, U.K. (e-mail: maged.elkashlan@eecs.qmul.ac.uk).
    K. J. Kim is with the Mitsubishi Electric Research Laboratories, Cambridge, MA 02139-1955 USA (e-mail: kkim@merl.com).
    T. Q. Duong is with Queen's University Belfast, Belfast BT7 1NN, U.K. (e-mail: trung.q.duong@qub.ac.uk).
    G. K. Karagiannidis is with Khalifa University, Abu Dhabi 127788, UAE, and also with Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece (e-mail: geokarag@auth.gr).

    Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.

    Digital Object Identifier 10.1109/TVT.2015.2392753

[^1]:    ${ }^{1}$ We adopt the common assumption that the SUs have perfect knowledge of the channel state information (CSI) of the PU-Rxs as in [2], [3].

[^2]:    Manuscript received September 26, 2014; revised December 11, 2014; accepted January 9, 2015. Date of publication January 12, 2015; date of current version January 13, 2016. The work of H. Zhang was supported in part by the National Science Foundation of China under Grant 61403252, by the Program for Professor of Special Appointment (Eastern Scholar) at the Shanghai Institutions of Higher Learning under Grant TP2014053, and by the Innovation Program of Shanghai Municipal Education Commission under Grant 15ZZ077.
    H. Zhang is with the Merchant Marine College, Shanghai Maritime University, Shanghai 201306, China (e-mail: huizhang285@gmail.com).
    J. Wang is with the Department of Mechanical and Aerospace Engineering, The Ohio State University, Columbus, OH 43210 USA (e-mail: wang. $1381 @$ osu.edu).
    Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
    Digital Object Identifier 10.1109/TVT.2015.2391184

