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Novelty Search 
(Lehman and Stanley 2008) 

• An evolutionary algorithm which abandons objective fitness

• Objective fitness is replaced by promoting phenotypic novelty
• Fitness is assigned as the mean Euclidean distance between the solution and its K-Nearest 

Neighbours from the population and an archive of previous highly novel solutions

Example of a deceptive domain G e o rg io s M eth e n itis https://w w w.yo u tu b e .co m /w atch ?v= JIQ P 1 5 tt5 A I

https://www.youtube.com/watch?v=JIQP15tt5AI


Novelty AND High Performance

• Play Asteroids by linearly combining novelty search 
and objective fitness

• 5 different phenotypic descriptors 
• 6 different ratios of NS to points scored

Diversity in Asteroids

Smith, Tokarchuk  and Fernando (2015) 
Evo lv ing  d iverse  strateg ies thro ugh  co m bined  pheno typ ic  nove lty  and  o b jective  functio n  search

• Pure NS performs sub-optimally
• Small proportion of NS has no effect on points scored

However: High performing individuals in NS populations 
show higher levels of diversity than objective fitness 

Results

Pure NSLow NS

GCμ - ground covered



Multiple Criteria Novelty Search (Lehman & Stanley 2010)

• MCNS: All individuals meet a defined minimal criteria or novelty = 0.

Multiple Assessment Directed Novelty Search 
(Smith, Tokarchuk and Wiggins, 2016)

• MADNS: Highest performing individuals for each objective given the same fitness 

as the most novel individual.

• MCMADNS: MADNS + MCNS

Multiple Objectives & Encouraging Diversity

M A D N S  - Sm ith , To karch u k  an d  W ig g in s, 2 0 1 6

Exploring Conflicting Objectives with MADNS: Multiple Assessment Directed Novelty Search (GECCO 16) &
Harnessing Phenotypic Diversity towards Multiple Independent Objectives (GECCO 16)

• MADNS outperforms NS as phenotypic landscape increases.

• MCNS helps to restrict exploration, MCMADNS assistswhile

retaining some benefits of divergent exploration. 

Results (highlights) 



Illumination Algorithms

• Neither random sampling in big search spaces or finding fitness peaks 
by chance is effective in large state spaces.

• Illuminate the fitness potential of each region of the feature space

Evolutionary algorithms which produce
wide range of behavioural niches:  

• optimised solution(s)

• high performing 
• diverse

SHINE (Smith, Tokarchuk and Wiggins, 2016)
R ap id  P heno typ ic  Landscape  Exp lo ratio n  thro ugh  H ierarch ica l Spatia l Partitio n ing  (P P SN  1 6 )

MAP-Elites (Mouret & Clune, 2015)

Motivation: 

Goal:



Spatial Hierarchical Illuminated 
NeuroEvolution (SHINE)
An illumination algorithm using hierarchical 
spatial partitioning 
• Uses an n-dimensional tree

• Stores high performing individuals in each leaf

• High performing individuals can be calculated in a different ways

• Number of individuals to store in each leaf vertex is determined by the depth within the tree

• Subsequent generations randomly assigned 
using proportional selection weighted by
1/depth within the tree



SHINE 
Maze Navigation Experiments

Hard maze (single exit)                                Large scaled maze
(multiple exit, l = 10000)

Results
• SHINE significantly outperforms all other 

algorithms (including MADNS) in objective 
fitness

• SHINE has higher level of domain coverage 
than MAP-Elites and NS

• Similar levels of exploration uniformity



Conclusions

• Promoting exploration of the phenotypic landscape is beneficial in 
overcoming deception and producing diverse sets of solutions to 
objectives
• Capable of developing more diverse and interesting controllers for 

applications such as video games
• As tasks in areas such as robotics become more complex, these 

methods may be beneficial in reducing fragility and increasing 
adaptability of controllers


