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ABSTRACT

Decision support is required when complex situations arise during product development which takes into account the whole product life cycle. This is especially true when impacted by the ill-defined consequences on the environment in an ever increasingly eco-conscious world.  Analytical Hierarchy process (AHP) is one method of providing decision support, and is an instance of a decision support heuristic. 

Machine learning methods have proved themselves on many well defined problems with clearly defined objectives. In particular, we focus on the recently emerging field of hyper-heuristics which is a blend of human designed heuristics, with the extension of machine designed heuristics. In essence humans can operate at the higher concept or abstract level, while machine heuristics can operate at a lower level. 

There are a number of issues within the proposed framework, including visualizing a multi-dimensional surface of designs along the Pareto front, as well as dealing with different types of data during the decision making process. It is proposed that Hyper-heuristics, supplemented with other methodologies to deal with vague or missing data, offer a framework in which to begin to address several of the complex compromises that arise during product development.
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1. THE ISSUE OF ECO-AWARE DESIGN AND MANUFACTURING.  
In recent years there has been a shift toward considering the environmental costs associated with manufacturing. While this trend continues, what is not agreed is that there no single universal unit of environmental damage, nor is there ever likely to be. The equivalent number of tons of carbon dioxide (carbon footprint), or the oil point method are candidates but fail to take fully into account other environmental issues such as resource depletion and energy usage. 

It remains difficult to choose between a product that requires a large quantity of energy during manufacture, a second design that is simpler to make but has a shorter life expectancy or consumes more energy in operation, and a third that contains certain quantities of mercury, cadmium or lead. Each poses different problems that can only be evaluated if their whole product lifecycle (see figure 1) is understood in-depth, thus there remains a need for a framework to formalize our understanding of the success factors, which is the aim of this paper
One problems is environmental impact can be difficult to quantify, and to convert into a form that allows direct comparisons to be made. We do not have an analogous unit to the financial unit of the US dollar. Some environmental harm can be measured in terms of the anticipated ‘clean-up cost’ but it is hard to put a financial value on the harm that can occur. The cost to clean a polluted river might be quantifiable, but an increased cancer risk is less straightforward. What is the impact on a company’s share price if it commits an environmental Faux Pas?

A second problem is that hard data on these problems may not be available. Engineers need to be informed by eco-efficiency issues, but it would be unreasonable to expect them to maintain an up-to-date set of statistics on climate science, demographics and so on. The proposed alternative is to begin with a ‘soft’ approach, allowing a model of the various factors that influence eco-efficiency to be listed, along with their interactions and ultimately the magnitude of each. While the specific issues that are found will vary between industries and countries, it is possible to create a unified framework within which all such information can be stored, reused and allowed to grow and accumulate with use (see the proposal in figure 2).
Figure 1.  The Product Life Cycle. 
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2.  DECSION SUPPORT SYSTEMS.  

The decision making process is both complex and inherently heuristic in nature. It is well documented that humans make poor decisions [1], and one of the goals of DSS is to reduce this [2]. The complexity arises when one decision has a knock-on or ripple effect, and ultimately having unforeseen consequences further down the life cycle path.  DSS is the method of automatically assisting human decision makers to arrive at a justified position in a systematic manner, alerting them if needs be. 

From a cognitive science perspective we are not attempting to simulate the mental processes involved with decision making. The task of a DSS is to alert the designer to unforeseen consequences early on in the design process.

The expertise required to make a decision does not reside in the mind of a single individual but is distributed across a society of experienced individuals, who in addition may be geographically separated. Therefore the process inevitable becomes a collaborative community decision. A DSS is needed to bring together experts, seamlessly unifying the information and opinions they provide. 

Most real-world problems are multi-objective and there are both hard constraints, which must be satisfied, along with soft constraints, which it will be desirable if satisfied, and the DSS should deal with these sensibly. It will also have to deal with different levels of measurement (Discrete, Categorical, Nominal, and Ordinal data) but will have to reason under uncertainly i.e. missing or unavailable data. 

This article does not intend to review the literature concerning DSS.
3.  HEURISTICS AND HYPER-HEURISTICS.
Informally a heuristic is a `rule of thumb’ used to make a decision. More formally it is an algorithm which when executed in an acceptable amount of time produces a near optimal solution. Often heuristic are designed by experts, and can perform better or worse than other heuristics depending on the problem. 

Hyper-heuristics are a method of combining heuristics to tackle more challenging problems, and often outperform the `atomic’ heuristics which compose the system [3]. An alternative approach is to allow the system to design its own heuristics [4]. This is done by examining known human designed heuristics, and identifying sub-component parts which are supplied to a genetic programming system [6]. These sub-components can then be combined into novel heuristics which can be proved often outperform the human heuristics, and in the very least do no worse thus providing a guaranteed safety net. Initial work on using genetic programming to produce heuristics has provided heuristics which perform well, are robust and scalable – three essential properties. Using genetic programming in some senses is opposed to hyper-heuristics as we are breaking down heuristics rather than combining them, but is a more general framework than the previous one (Figure 2). 





 
Figure 2.  The Hyper-heuristic decision support system. 
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4.  DISCUSSION. 

There is the problem of visualizing the Pareto front of designs in a multi-dimensional space. A simple weighting of conflicting objectives is an ineffective method as it will miss parts on a concave surface, leaving `holes’ in the design surface. An alternative is to supply representative exemplars from each of the clusters along the front using techniques from unsupervised learning.                    

    


    Empirical scientists always report the confidence in their data whereas machine learning techniques almost always do not. However ensemble methods can begin to address this issue, as they take an average over an ensemble of machine learning methods, which have a statistical underpinning. For example, the squared error of a linearly combined ensemble is guaranteed to be less than or equal to the average squared error of the component predictors [6]. Such ensemble techniques may also combine the options of experts with different levels of expertise. 


       It may be good to ask the experts the same question repeatedly over a period of time and take their average results in order to estimate the variance. Each time using different words (e.g. obtained from a thesaurus, as words can be emotionally loaded). Even the order of the questions might psychologically prime the experts resulting in different responses.  






         Computers are not good at innovative design, but better suited to mundane tasks, whereas human do make insightful intellectual leaps. On the other hand, humans are constrained by tradition and can often be conservative in thought, thinking within the box. Thus while humans can provide a framework, computers can search through this space unrestricted in an almost mutually symbiotic relationship. This is very much within reach of this framework as much design and manufacturing today is done with the assistance of CAD and CAM packages.




      In essence an AHP is a DSS which learns from testimony [7]. That is it cannot actively seek data, but is passively fed data. Therefore it must weight-up the data, possibly providing anomaly detection, and dynamically altering the weighting of each factor, in effect learning on line as it does so (i.e. tuning into sensitive data).
  One interesting possibility that machine learning may be able to resolve in the DSS context is the number of reliable categories experts choose from. Some may say that reliably making a decision over a range 1-10 is difficult (and arbitrary as we have 10 digits). How can we reliably categorize into 10 when we can only keep 7 +/- 2 items in working memory [8], suggesting 5 is a safe lower limit. However it may emerge that say 1-3 is more reliable (a so called traffic light system), but machine learning at least has the potential to deal with this fuzziness.
5.  SUMMARY.
Decision making is a complex process requiring a long term methodology involving a variety of decision making tools, each making a contribution. The contribution of this paper is the identification of a problem domain which requires a new type of machine learning with many challenges, one of which is unknown data. A novel decision support framework is proposed, in which AHP can be integrated with the very recently developed and promising paradigm of genetic programming to generate heuristics, see Figure 2. 

Genetic programming is now in a mature enough state that it can be applied to the problem. Hyper-heuristics can incorporate human decision making and supplement it. Artificial neural networks have been used with AHP, but do not offer the advantage that we can explicitly add human heuristics with the same representation easily. Other methods have been used in Clinical DSS for example, but genetic programming with hyper-heuristics does offer new features. 
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