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Abstract—We investigate the problem of sensor and source joint localization using time-difference of arrivals (TDOAs) of an ad-hoc array. A major challenge is that the TDOAs contain unknown time offsets between asynchronous sensors. To address this problem, we propose a low-rank approximation method that does not need any prior knowledge of sensor and source locations or timing information. At first, we construct a pseudo time of arrival (TOA) matrix by introducing two sets of unknown timing parameters (source onset times and device capture times) into the current TDOA matrix. Then we propose a Gauss-Newton low-rank approximation algorithm to jointly identify the two sets of unknown timing parameters, exploiting the low-rank property embedded in the pseudo TOA matrix. We derive the boundaries of the timing parameters to reduce the initialization space and employ a multi-initialization scheme. Finally, we use the estimated timing parameters to correct the pseudo TOA matrix, which is further applied to sensor and source localization. Experimental results show that the proposed approach outperforms state-of-the-art algorithms.
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I. INTRODUCTION

A D-HOC sensor networks composed of randomly distributed and independent recording devices, such as smartphones, wireless microphones, and laptops, have been attracting increased interest due to their flexibility in sensor placement [1], [2]. However, the geometrical configuration of an ad-hoc array is generally unknown and may change with time. Device localization is a very important task in this context. Although not necessary in blind source separation [3] and adaptive beamforming [4], a precise knowledge of the device locations is still required in many applications such as fixed beamforming, source localization and tracking [5]. A straightforward approach for device localization is to measure the distance among all the device pairs and to apply closed-form estimators to recover their spatial locations [6]–[9]. The inter-device distance can be directly measured using tapes or laser pointers, which is time consuming [10]. The inter-device distance can also be computed based on the acoustical transfer delays between two devices, by actively communicating calibration sounds between independent devices [11], [12]. Active communication requires a specially designed network interface or software, which is not available in many recording devices. Passive device localization instead exploits external acoustic events emitted from discrete spatial positions. Two types of information, time of arrival (TOA) and time difference of arrival (TDOA), can be estimated from microphone recordings and be used to jointly localize sensors and sources [13], [14]. If the source signal is known beforehand (predefined sound), its TOA for each individual microphone is obtained through cross-correlation with the given signal. If the source signal is unknown (ambient sound), the TDOA for a pair of microphones is estimated through cross-correlation of the two microphone signals.

A challenge that arises for an ad-hoc array is that its devices are usually not synchronized. As a result, practical TOA measurements are biased because they may include an unknown source onset time and an unknown device capture time (Fig. 1). Similarly, practical TDOA measurements may include an unknown time offset between a pair of recordings. These time uncertainties make the sensor localization problem harder [14], [17].

To address the unknown timing information, one can estimate all the unknown parameters, including sensor and source locations and time offsets, simultaneously [5]. The former approach usually leads to the minimization of a non-convex cost function. To overcome local minima problems, some approaches introduce additional constraints, such as co-located sensor-source pairs [14] or far-field sound sources [15]. However, these constraints are not always satisfied in practical applications. Alternatively, one can estimate the unknown timing information, and
then estimate the sensor and source locations [19]. This simplifies the problem by decomposing it into two independent stages. The low-rank structure embedded in the TOA measurements can be exploited to estimate the unknown onset times and capture times [16]–[18]. These approaches typically involve a gradient-based optimization procedure, which is sensitive to local minima. Moreover, existing algorithms usually simplify the optimization by assuming either the onset times or the capture times to be known. To the best of our knowledge, a general but effective solution is still missing.

In this paper we present a method that jointly estimates the sensor and source locations from the biased TDOA measurements. We employ the two-stage estimation framework, i.e., timing information estimation followed by sensor and source localization. When estimating the timing information, the existing low-rank approximation techniques are not applicable to TDOA because the latter does not contain the desired low-rank structure as TOA does. To address this challenge, we construct a pseudo TOA matrix by introducing two sets of unknown timing parameters (source onset times and device capture times) into the current TDOA matrix. To estimate these two parameters from the pseudo TOA, we propose a Gauss-Newton low-rank approximation algorithm.

The main novelty of the proposed algorithm is summarized as follows. The proposed complete solution is in contrast to the state-of-the-art timing information estimation algorithms [16]–[18], which assume that only one set of parameters (either onset times or capture times) are unknown. The proposed algorithm has several features which are helpful to tackle local minima problems. First, it is shown that the onset times and capture times in the pseudo TOA matrix can be represented as functions of the sensor and source locations, and particularly, these functions are independent of the TOA data. This feature makes it possible to derive the boundary of the parameter space, and to reduce the initialization space with a reasonable assumption of the maximum sensor-source distance. Second, the algorithm can converge quickly to either local or global minima, and typically shows evident distinction between the two minima. This feature makes it both computationally and technically feasible to employ a multi-initialization scheme to increase the probability of reaching a global minimum.

The paper is organized as follows. Section II overviews related work of self-localization. Section III formulates the problem and introduces existing solutions. The proposed method, including pseudo TDOA matrix construction, timing information estimation, and geometrical information estimation, is described in Sections IV–VI, respectively. Performance evaluation is conducted in Section VII and conclusions are drawn in Section VIII.

II. RELATED WORK

Passive device self-localization approaches can be divided into two classes, namely pairwise distance estimation and joint sensor and source localization (Table I).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Acoustic Signal</th>
<th>Information Used</th>
<th>Approach</th>
<th>Constraint</th>
<th>Parameters Needed</th>
<th>Parameters Estimated</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20], [21]</td>
<td>ambient sound</td>
<td>mic signal coherence</td>
<td>pairwise distance + close-form estimator</td>
<td>noise coherence match</td>
<td>diffuse noise field, small array</td>
<td>DT, PD</td>
</tr>
<tr>
<td>[22]–[25]</td>
<td>ambient sound</td>
<td>TDOA</td>
<td></td>
<td>Min/Max TDOA estimation</td>
<td>-</td>
<td>DT, SL, DL</td>
</tr>
<tr>
<td>[5]</td>
<td>ambient sound</td>
<td>TDOA</td>
<td></td>
<td>-</td>
<td>DT, DL, SL</td>
<td>-</td>
</tr>
<tr>
<td>[14]</td>
<td>ambient sound</td>
<td>TDOA</td>
<td></td>
<td>-</td>
<td>DT, DL, SL</td>
<td>-</td>
</tr>
<tr>
<td>[15]</td>
<td>calibration signal</td>
<td>TOA</td>
<td>joint sensor/source localization</td>
<td>-</td>
<td>DT, DL, SL</td>
<td>-</td>
</tr>
<tr>
<td>[16]</td>
<td>calibration signal</td>
<td>TOA</td>
<td>co-located sensor/source</td>
<td>-</td>
<td>DT, SL, DL</td>
<td>-</td>
</tr>
<tr>
<td>[27], [28]</td>
<td>ambient sound</td>
<td>mic signal energy</td>
<td></td>
<td>-</td>
<td>DT, SL, DL</td>
<td>-</td>
</tr>
<tr>
<td>[17]–[19]</td>
<td>ambient sound</td>
<td>TDOA</td>
<td></td>
<td>-</td>
<td>DT, DL, SL</td>
<td>-</td>
</tr>
<tr>
<td>proposed</td>
<td>ambient sound</td>
<td>TDOA</td>
<td></td>
<td>-</td>
<td>DT, DL, SL</td>
<td>-</td>
</tr>
</tbody>
</table>

Pairwise distance estimation approaches recover the distance between each pair of devices and then the relative locations of all the devices. One can assume a diffuse noise field and estimate the microphone pairwise distance by fitting the measured noise coherence to the theoretical model of the field [20], [21]. Although this solution alleviates the need for activating several sources, it is only feasible for small arrays, and requires the microphones to be synchronized in order to calculate the coherence correctly. Moreover, the diffuse noise assumption is not always satisfied. Another approach is to determine the inter-device distance by estimating the minimum and maximum TDOA values [22]–[25]. By assuming that the minimum and maximum TDOAs come from sources located at the end-fire directions, the inter-device distance can be calculated without knowing the time offset. However, the assumption of end-fire sources is not always satisfied.

Joint localization approaches estimate the locations of sensors and sources simultaneously using acoustic events emitted from various spatial locations. Information that can be used for the joint localization task includes TOA, TDOA, and received signal energy. The TOA measurement may be biased by the unknown source onset time and device capture time, while the
TDOA measurement may be biased by the unknown time offset. To minimize the influence of unknown timing information, two schemes can be employed: one-stage estimation [5], [14] and two-stage estimation [16], [17].

The one-stage scheme estimates the unknown position and timing information simultaneously via a maximum likelihood estimation, using either TOA or TDOA information [5], [14], [26]. The method presented in [26] jointly estimates the locations and onset times, utilizing the TOAs of calibration signals. The presented method in [14] jointly estimates the locations and capture times from the TOAs or TDOAs of calibration signals. A closed-form solution is also derived by assuming pairs of co-located sensors and sources, e.g., in laptops or tablets [14]. The method presented in [5] jointly estimates the locations and capture times from the TDOAs measured from ambient sounds. An auxiliary function-based iterative algorithm, which shows a better convergence property, is proposed for the optimization procedure. If the timing information is already known, the one-stage estimation can be performed by exploiting the affine geometry of the sensors and sources [13], [15]. A singular value decomposition (SVD) based low-rank matrix factorization approach is employed to reduce the number of unknown parameters, which are further estimated through a much simpler non-linear optimization procedure. The method in [15] estimates the locations of the sensors and sources from the TOAs of the sources, which are assumed to be at the far field and hence have the same onset time. This method is further extended to a general case which does not rely on the far-field assumption [13], [30]. A closed-form solution can be derived by assuming a pair of co-located sensor and source [13]. Besides TDOA and TOA, the energy of the microphone signals can also be exploited for sensor and source localization, using a maximum likelihood optimization procedure [27]–[29]. The energy-based method does not need exact timing information, but usually assumes pairs of co-located sensors and sources, e.g., in laptops [27], [28]. In summary, most one-stage estimation algorithms assume that at least one set of timing information is known (either onset time or capture time) or impose additional geometrical constraints to simplify the optimization problem. Only [5] presents a general formulation.

A two-stage scheme that first estimates the timing information is more suitable for TOA measurements. After TOA correction, the scheme jointly estimates the sensor and source locations utilizing similar techniques to those employed in the one-stage scheme, e.g., [5], [13], [14]. An effective way of estimating timing information is to exploit the low-rank structure of the sensor and source locations, which all lie in the 3-dimensional space [30]. Specifically, a matrix consisting of the biased TOA measurements can be formulated which is supposed to be rank-3 if the bias is correctly compensated. With these constraints, the timing information can be estimated so that the mentioned matrix becomes rank-3 after compensation. Three algorithms have been proposed recently to solve this low-rank approximation problem, including alternating minimization [17], [19], nuclear truncation minimization [18], [31], [32], and structured total least squares [16]. The structured total least squares algorithm converges more than 100 times faster than the other two algorithms [16]. The two-stage estimation scheme is promising for the localization problem since by decomposing the problem into two stages, the optimization becomes easier.

In summary, the above-mentioned three low-rank approximation algorithms are suitable for TOA only, and assume that at least one timing information is to be known (either onset time or capture time). For now, no progress has been reported on applying these algorithms to biased TDOA measurements. The proposed algorithm will fill this gap.

III. PROBLEM FORMULATION

We denote vectors and matrices in bold lowercase letters and bold uppercase letters, respectively. The operator $i,j$ denotes the $i$-th element of a vector while $(i,j)$-th element of a matrix. The operator vec$_c$ denotes vectorization of a matrix by concatenating its column vectors, while the operator vec$_r$ denotes vectorization of a matrix by concatenating its row vectors.

A. Signal Model

Consider $M$ independent acoustic sensors (microphones) and $N$ sound sources (speakers) at unknown locations $R = [r_1, \ldots, r_M] \in \mathbb{R}^{3 \times M}$ and $S = [s_1, \ldots, s_N] \in \mathbb{R}^{3 \times N}$, respectively. The emission onset times of the sources are unknown and represented as $\tau = [\tau_1, \ldots, \tau_N]^T$, where the superscript $(\cdot)^T$ denotes transpose. The unknown capture start times of the sensors are $\delta = [\delta_1, \ldots, \delta_M]^T$. The TOA from the $j$-th source to the $i$-th sensor is defined as

$$t_{ij} = \frac{|r_i - s_j|}{c} + \eta_j - \delta_i, \quad (1)$$

where $c$ is the speed of sound and $| \cdot |$ is the Euclidean norm. The TOAs for the combination of all the sensors and sources are represented as a matrix $T = [t_{ij}]$ where $i = 1, \ldots, N$ and $j = 1, \ldots, M$. The TDOA from the $j$-th source to the first and the $i$-th sensor is defined as

$$\tau_{ij} = t_{ij} - t_{1j} = \frac{|r_i - s_j| - |r_1 - s_j| + \delta_i - \delta_1}{c}, \quad (2)$$

where $\delta'_i = \delta_i - \delta_1$ is the time offset between the first and the $i$-th sensor, and $d_{ij} = |r_i - s_j|$ is the distance between the $i$-th sensor and the $j$-th source (Fig. 1). The TDOAs for the combination of all the sensors and sources is represented as $T_e = [\tau_{ij}]$ where $i = 1, \ldots, N$ and $j = 1, \ldots, M$. Based on (2), the first row of $T_e$ consists of all zero elements, i.e., $\tau_{1j} = 0$. The time offsets of all the sensors with respect to the first sensor is $\delta' = [\delta'_1, \ldots, \delta'_M]$, where $\delta'_1 = 0$.

We assume the sound sources are unknown (uncontrolled ambient sounds) and thus only TDOA information is available, which is biased by the unknown time offset. The goal of this paper is to estimate the sensor and source locations $R$ and $S$ from the biased TDOA measurements $T_e$. Since the TDOA contains only the distance information, the estimation of the locations is not invariant against rotation, translation and reflection. Without loss of generality, we assume that the first sensor lies at the spatial origin $r_1 = [0, 0, 0]^T$ while the first source is confined to lie on the first positive axis, i.e., $s_1 = [s_{x1}, 0, 0]^T$ with $s_{x1} > 0$. We also assume that the onset time of the first source, $\tau_{11}$, is 0.
B. Existing Solutions

1) One-Stage Estimation: The sensor and source locations and the time offsets can be simultaneously estimated via maximum likelihood estimation. This is expressed as

$$\hat{R}, \hat{S}, \hat{\delta} = \arg \min_{R, S, \delta} \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \frac{||r_i - s_j|| - ||r_1 - s_1||}{c} + \delta'_i - \tau_{ij} \right)^2.$$ \hspace{1cm} (3)

A gradient-based solution has been presented in [5]. However, with many unknown parameters, the minimization of (3) leads to a non-convex problem, which is sensitive to parameter initialization and can easily get stuck in local minima.

2) Two-Stage Estimation: The low-rank structure embedded in the TOA measurements can be exploited to estimate the timing and location information separately [17]. From (1) it can be derived that

$$\frac{r_i^T r_i + s_j^T s_j - 2r_i^T s_j}{c^2} = t_i^2 + \eta_j + \delta_i^2 - 2(t_{ij}\tau_j - t_i\delta_i + \eta_j\delta_i), \hspace{1cm} (4)$$

for $i = 1, \ldots, M$ and $j = 1, \ldots, N$. Using the assumption $\eta_j = 0$ and sequentially subtracting the corresponding equation for $i = 1$ and the equation for $j = 1$ from the general form (4), it follows

$$-2(t_{11} - t_{1j})^T (s_j - s_1)$$

$$= t_{i1}^2 - t_{i1}^2 - t_{ij}^2 + t_{ij}^2 + 2\delta_i(t_{ij} - t_{11}) - 2\delta_j(t_{11} - t_{1j})$$

$$- 2\eta_j(t_{ij} - t_{i1}) + 2\eta_j(\delta_i - \delta_j),$$ \hspace{1cm} (5)

for $i = 2, \ldots, M$ and $j = 2, \ldots, N$. Equation (5) can be expressed in a matrix form as

$$-2\hat{R}^T \hat{S} \frac{c}{c^2} = D + U.$$ \hspace{1cm} (6)

The elements of $\hat{R}_{3 \times (M - 1)}$, $\hat{S}_{3 \times (N - 1)}$, $D_{M \times 1 \times (N - 1)}$, and $U_{(M - 1) \times (N - 1)}$ can be expressed as

$$\hat{R}_{1,1} = r_1 - r_1,$$

$$\hat{S}_{j,1} = s_j - s_1,$$

$$D_{i-1,1,j} = t_{ij}^2 - t_{i1}^2 - t_{ij}^2 + t_{ij}^2,$$

$$U_{i-1,1,j} = 2\delta_i(t_{ij} - t_{11}) - 2\delta_j(t_{11} - t_{1j})$$

$$- 2\eta_j(t_{i1} - t_{ij}) + 2\eta_j(\delta_i - \delta_j), \hspace{1cm} (7)$$

for $i = 2, \ldots, M$ and $j = 2, \ldots, N$.

Based on the above definitions, the matrices $\hat{R}$ and $\hat{S}$ are related to the sensor and source locations and their matrix ranks are both equal to 3. Thus, the rank of the left side of (6), $\hat{R}^T \hat{S}$, is equal to 3 and the same is true for the right side, $D + U$. This low-rank information can be utilized to estimate both the timing and geometrical information.

The matrix $D$ is constructed from the TOA parameters $t_{ij}$, while the matrix $U$ is constructed from the unknown parameters $\eta$ and $\delta$. Timing information estimation is essentially a low-rank matrix completion problem [36], i.e., the matrix $U$ can be seen as a modification of $D$ so that $\hat{D} = D + U$ is of rank 3 [17].

Low-rank approximation algorithms, such as alternative minimization [17], nuclear truncation minimization [18] and structured total least square (STLS) [16], have been proposed to solve this problem. After estimating the timing information and correcting the matrix, $\hat{D} = D + U$, the rank-3 of $\hat{R}^T \hat{S}$ is further used to estimate $R$ and $S$.

However, this solution is not directly applicable to our problem, where only TDOA is available and both onset times and capture times are unknown. The TDOA does not contain the desired low-rank structure as in (6). Existing low-rank approximation algorithms [16]– [18] assume either the onset times or the capture times to be known. To address these challenges, we propose a sensor and source localization method, which is described in Sections IV–VI.

IV. PSEUDO TOA MATRIX CONSTRUCTION

To employ the low-rank approximation method, a TOA matrix is needed which contains a low-rank structure as in (6). Since we only have the TDOA matrix $T$, available, one possible solution is to convert $T$ to a matrix containing the desired low-rank structure. To this end, we define a pseudo TOA matrix $\tilde{T}$ in the same form as $T$ in (1), i.e.,

$$\tilde{t}_{ij} = \frac{||r_i - s_j||}{c} + \tilde{\eta}_j - \tilde{\delta}_i,$$ \hspace{1cm} (8)

where $\tilde{\eta}_j$ and $\tilde{\delta}_i$ are two unknown parameters termed as pseudo onset time and pseudo capture time, respectively. If we can find appropriate $\tilde{\eta}_j$ and $\tilde{\delta}_i$ that enable $T = \tilde{T}$, the TDOA matrix would be interpreted as a TOA matrix.

To make $T = \tilde{T}$, it requires $t_{ij} = \tilde{t}_{ij}, \forall i, j$ or, more specifically,

$$\begin{bmatrix}
  \tilde{t}_{11} & \cdots & \tilde{t}_{1N} \\
  \tilde{t}_{21} & \cdots & \tilde{t}_{2N} \\
  \vdots & \ddots & \vdots \\
  \tilde{t}_{M1} & \cdots & \tilde{t}_{MN}
\end{bmatrix} = \begin{bmatrix}
  0 & \cdots & 0 \\
  \tau_{21} & \cdots & \tau_{2N} \\
  \vdots & \ddots & \vdots \\
  \tau_{M1} & \cdots & \tau_{MN}
\end{bmatrix}.$$ \hspace{1cm} (9)

Using (2) and (8) on $\tilde{t}_{ij} - \tau_{ij}$, it follows that

$$\tilde{\eta}_j - \tilde{\delta}_i = - \frac{||r_i - s_j||}{c} + \tilde{\delta}_i,$$ \hspace{1cm} (10)

for $i = 1, \ldots, M$ and $j = 1, \ldots, N$. It can be easily verified that the two sets of pseudo parameters $\tilde{\eta}_j$ ($j = 1, \ldots, N$) and $\tilde{\delta}_i$ ($i = 1, \ldots, M$) can be uniquely determined by solving a group of (10) if the sensor locations $\hat{R}$, the source locations $\hat{S}$ and the time offsets $\hat{\delta}$ are known. This demonstrates theoretically that there do exist appropriate $\tilde{\eta}_j$ and $\tilde{\delta}_i$ that enable $T = \tilde{T}$. In practice, these two parameters are unknown and will have to be estimated from $\tilde{T}$.

Thus, by introducing two pseudo parameters, the TDOA matrix $T$, can be interpreted as the pseudo TOA matrix $\tilde{T}$. Obviously, $T$ and its pseudo parameters $\tilde{\eta}_j$ and $\tilde{\delta}_i$ are different from the original TOA, onset time and capture time, which are defined in (1). However, with similar structure as the original TOA matrix, $T$ can be exploited for low-rank approximation. The next task will be to estimate $\tilde{\delta} = [\tilde{\delta}_1, \ldots, \tilde{\delta}_M]^T$ and $\tilde{\eta} = [\tilde{\eta}_2, \ldots, \tilde{\eta}_N]^T$ and to recover $R$ and $S$. 


Considering that the concepts of original TOA, onset time and capture time will not be used hereafter, we remove the accent (') of \( T \), \( \delta \) and \( \eta \), and also call them TOA, onset time and capture time, without introducing ambiguities.

V. TIMING INFORMATION ESTIMATION

In this section, we propose a Gauss-Newton low-rank approximation algorithm to estimate the unknown parameters \( \delta \) and \( \eta \) from the pseudo TOA matrix \( T \).

As shown in Section III-B2, the timing information estimation can be seen as a low-rank matrix completion problem \( (6) \). We solve this problem under a structured total least-square framework [16]. The matrices \( D \), \( U \), and \( D \) are each partitioned into two blocks, such that the first submatrix contains the first three columns while the second submatrix contains the remaining columns. This is expressed as

\[
\begin{align*}
D &= [A_{M-1 \times 3} \quad B_{M-1 \times N-4}], \\
U &= [F_{M \times 3} \quad G_{M \times N-4}], \\
D &= [(A + F) \quad (B + G)],
\end{align*}
\]

where \( A, B, F \) and \( G \) are the partitioned submatrices. The objective is to find an appropriate \( U \) (consisting of \( \delta \) and \( \eta \)) and an additional matrix \( X \) so that

\[
(A + F)X - B + G.
\]

If (14) holds, the matrix \( B + G \) will lie in the range of the matrix \( A + F \). It follows that

\[
\text{rank}([(A + F) \quad (B + G)]) = \text{rank}(A + F) = 3.
\]

Similarly to [16], the STLS cost function is defined as

\[
\xi(\delta, \eta, X) = |U|_F^2 + \lambda^2 |(A + F)X - B + G|_F^2
\]

where \( | \cdot |_F \) denotes the F-norm. The first term on the right side of (16) is introduced to prevent algorithm divergence; the second term corresponds to the condition (14) and is emphasized with a large penalty \( \lambda \). In [16] a simplified solution is given, which however assumes that the onset time \( \eta \) is known. This solution is not feasible for our case, where both \( \delta \) and \( \eta \) are unknown. We present a complete and general solution below.

Let us define the unknown parameters \( \delta, \eta, \) and \( X \) as a column vector \( \rho = [\delta^T \quad \eta^T \quad z^T]^T \), where \( z = \text{vec}_c(X) = [X_{11}, X_{21}, \ldots, X_{12}, X_{22}, \ldots]^T \). The cost function (16) can be further written as

\[
\xi(\rho) = \sum_{i=1}^{M-1} \sum_{j=1}^{N-4} |U_{ij}|_F^2 + \lambda^2 \sum_{i=1}^{M-1} \sum_{j=1}^{N-4} |(A + F)X_{ij} - B_{ij} + G_{ij}|_F^2
\]

\[
= \sum_{q=1}^{Q} c_q^2,
\]

where \( Q = (M - 1)(N - 1) + (M - 1)(N - 4) \)

\[
\zeta = \zeta_A^T \lambda \zeta_B^T = \zeta_1, \ldots, \zeta_Q, \text{ with the two column vectors}
\]

\[
\begin{align*}
\zeta_A &= \text{vec}_c(U) \\
\zeta_B &= \text{vec}_c((A + F)X - B - G)
\end{align*}
\]

Based on (17), the minimization of \( \xi \) is a nonlinear least square problem, which can be solved with the well-known Gauss-Newton algorithm [35]. Suppose the Jacobian matrix

\[
J = \frac{\partial \xi}{\partial \rho}
\]

can be obtained. The unknown \( \rho \) can be estimated in an iterative way as

\[
\rho^{(m+1)} = \rho^{(m)} - (J^{(m)})^T J^{(m)} - 1 J^{(m)}\zeta^{(m)}.
\]

where \( \rho^{(m)} \), \( J^{(m)} \) and \( \zeta^{(m)} \) denote the parameters obtained in the \( m \)-th iteration. The computation of the Jacobian matrix is presented in Appendix A.

To tackle the local minima problem, we reduce the initialization space by computing the boundary of the parameters (Section V-A). We also use multiple initializations to increase the probability of reaching the global minimum (Section V-B).

A. Parameter Boundary

We derive the boundary of the unknown parameters by using the definitions of \( T \) and \( t_{ij} \) in \( (8)-(10) \), and the assumptions \( r_1 = [0 \quad 0 \quad 0]^T \) and \( \eta_1 = 0 \).

Using \( t_{11} = 0 \), it follows that

\[
\frac{d_{11}}{c} + \delta_1 = 0 \Rightarrow \delta_1 = -\frac{|s_1|}{c}.
\]

Using \( t_{1j} = 0 \) for \( j = 2, \ldots, N \), it follows that

\[
\frac{d_{11}}{c} + \delta_1 + \eta_j = 0 \Rightarrow \eta_j = \frac{|s_1| - |s_j|}{c} \Rightarrow -\frac{|s_j|}{c} < \eta_j < |s_1|/c.
\]

Averaging on the \( i \)-th \( (i = 2, \ldots, M) \) row of \( T \), it follows

\[
\frac{1}{N} \sum_{j=1}^{N} t_{ij} = \frac{1}{N} \sum_{j=1}^{N} \left( \frac{d_{ij}}{c} + \delta_i + \eta_j \right)
\]

\[
\Rightarrow \delta_i = \frac{1}{N} \sum_{j=1}^{N} t_{ij} - \frac{1}{N} \sum_{j=1}^{N} \left( \frac{d_{ij}}{c} + \eta_j \right).
\]

Using (22), it follows that

\[
\frac{1}{N} \sum_{j=1}^{N} \left( \frac{d_{ij}}{c} + \eta_j \right) = \frac{d_{ii}}{c} + \sum_{j=2}^{N} \left( \frac{d_{ij}}{c} + \frac{|s_j|}{c} \right) - \frac{|s_i|}{c}.
\]
Using (26) in (25), it follows that

\[
\frac{1}{N} \left( \sum_{j=1}^{N} t_{ij} - \frac{d_{ij}}{c} \right) < \frac{1}{N} \left( \sum_{j=1}^{N} (d_{ij} + \|s_i\|) \right) = \delta_i < \frac{1}{N} \left( \sum_{j=1}^{N} t_{ij} + \frac{\|s_i\|}{c} \right). \tag{27}
\]

Suppose the maximum distance between a sensor and a source is known to be \(d_{\text{max}}\). Using (21), (23) and (27), the boundary of the parameters can be obtained as

\[
\left\{ \begin{array}{l}
- \frac{d_{\text{max}}}{c} < \eta_j < \frac{d_{\text{max}}}{c} \\
\frac{1}{N} \sum_{j=1}^{N} t_{ij} - \frac{d_{\text{max}}}{c} < \delta_1 < \frac{1}{N} \sum_{j=1}^{N} t_{ij} + \frac{d_{\text{max}}}{c} \\
\frac{1}{N} \sum_{j=1}^{N} t_{ij} - \frac{(2N-1)d_{\text{max}}}{Nc} < \delta_i < \frac{1}{N} \sum_{j=1}^{N} t_{ij} + \frac{(2N-1)d_{\text{max}}}{Nc}
\end{array} \right. \tag{28}
\]

This is an interesting result since, based on (28), the values of the onset times and capture times are only related to the locations of sensors and sources (more specifically \(d_{\text{max}}\)) and a constant term \(\frac{1}{N} \sum_{j=1}^{N} t_{ij}\). With (28), the initialization space can be significantly reduced compared to (unconstrained) random initialization. For example, assuming \(d_{\text{max}} = 100\ \text{m}\), \(c = 342\ \text{m/s}\), and \(N = 10\), the parameter space can be initialized as \(\delta_1 = \frac{1}{N} \sum_{j=1}^{N} t_{ij} \in [-0.03, 0.03]\ \text{s}\), \(\delta_i = \frac{1}{N} \sum_{j=1}^{N} t_{ij} \in [-0.06, 0.03]\ \text{s}\), and \(\eta_j \in [-0.03, 0.03]\ \text{s}\).

**B. Multiple Initializations**

To overcome the local minima problem we use multiple initializations, a scheme that is suitable for the low-rank approximation algorithm. First, the Gauss-Newton algorithm can converge at an approximately quadratic rate, which takes only a few iterations to reach global or local minima [35]. This makes it computationally feasible to try multiple initializations. Second, we experimentally observe that the difference between the global and local minima is very evident, making it easy to detect whether a global minimum has been reached.

Fig. 2 gives an example of the convergence behaviour of the Gauss-Newton low-rank approximation algorithm, using 10 sources and 10 sensors randomly distributed with \(d_{\text{max}} = 10\ \text{m}\). The start times and capture times are chosen randomly and uniformly from the range \([-1, 1]\) s. The algorithm uses 1000 random initializations uniformly chosen from the range defined by (28). The results are shown in terms of cost function \(\|\xi_N\|^2\), where \(\xi_N\) is defined in (18), and estimation error \(||\hat{\rho} - \rho||\) for the true value \(\rho\) and the estimated value \(\hat{\rho}\). Fig. 2(a) depicts the final cost function obtained by each initialization. Three types of results can be achieved: global convergence, local convergence, and divergence. Their difference can be clearly observed: the cost function values below \(10^{-20}\) in case of global convergence, around \(10^{-10}\) in case of local convergence, and over \(10^{10}\) in case of divergence. This makes it easy to detect the convergence status of the algorithm. Accordingly, Fig. 2(b) depicts the final estimation error by each initialization. The three types of convergence result in different estimation errors: these errors are around \(10^{-15}\) s in case of global convergence, around 0.1 s in case of local convergence and over \(10^{10}\) s in case of divergence. Fig. 2(c) and (d) depict typical cost function and estimation error curves during the Gauss-Newton iteration. With quadratic convergence rate, the algorithm can converge either locally or globally within 100 iterations.

The description of the timing information estimation algorithm is given in Algorithm 1. The input \(T\) equals the TDOA \(T_2^{\text{t}}\). We try multiple initializations until the algorithm reaches global convergence. For each initialization, \(\xi^{(0)}\) and \(\eta^{(0)}\) are randomly chosen within the range (28).

The value of the cost function threshold \((\zeta_{\text{t}2}\) in Algorithm 1) is chosen based on the convergence results obtained with clean TDOA measurements. This threshold can be easily determined since the final cost functions for local and global convergence show evident differences (e.g., we choose a threshold of \(10^{-15}\) according to Fig. 2(c)). For noisy inputs, the final cost function for global convergence increases with TDOA errors, making the difference between local and global convergence less evident. Thus, the optimal threshold may vary with the amount of noise. However, we will use the same threshold for all scenarios. There are two reasons for that. First, since the final cost function for global convergence increases with TDOA errors, the algorithm will reach global convergence once the cost function is below
the threshold, which is determined for clean TDOA measurements. Second, if in case of noisy inputs the final cost function for global convergence is higher than the threshold, the algorithm will run until reaching the maximum number of initializations and choose the solution with the minimum cost function. This multi-initialization scheme can reduce the influence of a too-low threshold.

Algorithm 1 Gauss-Newton low-rank approximation for timing information estimation

Input: $T$
Output: $\rho_o = \{\delta, \eta, X\}$
Parameters: $\zeta_{T1}$: threshold for divergence
$\zeta_{T2}$: threshold for global convergence
d_{\text{NP}}$: stopping threshold for Gauss-Newton iterations
$m_{T1}$: maximum number of initializations
$m_{T2}$: maximum number of iterations
$\lambda$: penalty constant in (16)
d_{\text{mas}}$: maximum sensor-source distance in (28)

\[
f_1 = 0; m_1 = 0; \zeta_o = \text{Inf};
\]
while $f_1 = 0$ do
  Initialize $\mathbf{A}(0), \mathbf{B}(0)$;
  Compute $\mathbf{D}, \mathbf{A}, \mathbf{B}$;
  $X^{(0)} = (\mathbf{A} + \mathbf{F})^{-1}(\mathbf{B} + \mathbf{G})$; $f_2 = 0; m_2 = 0$;
while $f_2 = 0$ do
  Compute $\mathbf{G}(m_2)$, $\mathbf{F}(m_2)$, $\mathbf{C}(m_2)$;
  Compute $\mathbf{J}^{(m_2)}$;
  Update $\rho^{(m_2)} = \rho^{(m_2-1)}$;
  if $||\mathbf{C}^{(m_2)}||_F < \zeta_{T1}$ OR $||\mathbf{D}, \mathbf{B}|| < \zeta_{T2}$ OR $m_2 = m_{T2}$
    then $f_2 = 1$;
  end if
  $m_2 = m_2 + 1$;
end while
if $m_2 = m_{T1}$ then $f_1 = 1$;
end if
$m_1 = m_1 + 1$;
end while

VI. GEOMETRICAL INFORMATION ESTIMATION

Building on the work in [13], [17], in this section we present a Gauss-Newton joint localization algorithm to estimate the sensor and source locations, using the timing information obtained in Section V.

Given the estimated $\mathbf{d}$ and $\mathbf{n}$, (6) becomes $\hat{R}^T \hat{S} = -2 \sigma^2 \hat{D}$. Since $\hat{R}^T \hat{S}$ is of rank 3, it can be decomposed via singular value decomposition (SVD) as

\[
\hat{R}^T \hat{S} = \mathbf{D}_L \Sigma_3 \mathbf{D}_R^T,
\]
where $\Sigma_3$ keeps only the three largest singular values while $\mathbf{D}_L$ and $\mathbf{D}_R$ consist of the corresponding left-singular and right-singular vectors, respectively. With (29), $\hat{R}$ and $\hat{S}$ can be calculated as

\[
\begin{cases}
\hat{R}^T = \hat{D}_L \mathbf{C} \\
\hat{S} = \mathbf{C}^{-1} \Sigma_3 \mathbf{D}_R^T
\end{cases}
\]

where $\mathbf{C}$ is an arbitrary $3 \times 3$ matrix which is invertible. Using the assumptions $\mathbf{r}_i = [0, 0, 0]^T$, $\mathbf{s}_1 = [s_{x1}, 0, 0]^T$, the sensor and source locations can be calculated as

\[
\begin{bmatrix}
\mathbf{r}_i \\
\mathbf{s}_j - \mathbf{d}_j + [0, 0, 1]^T
\end{bmatrix}
= \begin{bmatrix}
\mathbf{c} \\
\mathbf{s}_{x1}
\end{bmatrix}
\]

where $\mathbf{c} = \mathbf{v}_{\mathbf{c}}(\mathbf{C}) = [\mathbf{c}_{11}, \mathbf{c}_{12}, \ldots, \mathbf{c}_{33}]^T$.

To estimate $\mathbf{r}_i$, we rewrite the relationship (4) as

\[
r_i^T \mathbf{r}_i + s_i^T \mathbf{s}_j - 2 r_i^T s_i = g_{ij},
\]

with $g_{ij} = c^T(t_{ij}^2 + \eta_j^2 + \delta_i^2 - 2(t_{ij} \eta_j - t_{ij} \delta_i + \eta_j \delta_i))$. We further have

\[
\begin{align*}
\hat{r}_i^T \hat{r}_i - \hat{r}_i^T \hat{r}_1 - 2 \hat{r}_1^T \hat{r}_1 &= g_{ij} - g_{i1} \\
\hat{s}_j^T \hat{s}_j - \hat{s}_j^T \hat{s}_1 - 2 \hat{s}_1^T \hat{s}_1 &= g_{ij} - g_{i1}
\end{align*}
\]

Using (31) in (33), it follows that

\[
\begin{align*}
\hat{r}_i^T \hat{r}_i - 2 \hat{r}_i^T \hat{s}_j + \hat{s}_j^T \hat{s}_1 - 2 \hat{s}_1^T \hat{s}_j &= g_{ij} - g_{i1} \\
\hat{s}_j^T \hat{s}_j - 2 \hat{s}_j^T \hat{s}_1 + \hat{s}_1^T \hat{s}_1 &= g_{ij} - g_{i1}
\end{align*}
\]

Using (6) in (34), it follows that

\[
\begin{align*}
\hat{r}_i^T \hat{r}_i - 2 \hat{r}_i^T \hat{s}_1 + \hat{s}_1^T \hat{s}_1 &= g_{ij} - g_{i1} \\
\hat{s}_j^T \hat{s}_j - 2 \hat{s}_j^T \hat{s}_1 + 2 \hat{s}_1^T \hat{s}_1 &= g_{ij} - g_{i1}
\end{align*}
\]
where
\[
\begin{align*}
\{ \tilde{g}_{ij} - g_{ij} - g_{l,j} - c^2 \tilde{D}_{ij} \\ \tilde{g}_{ij} = g_{ij} - \tilde{g}_{ij} - c^2 \tilde{D}_{ij} \}
\end{align*}
(36)
\]
for \( i = 2, \ldots, M \) and \( j = 2, \ldots, N \). It can be easily verified that \( \tilde{g}_{ij} \) has the same value for any \( j \) while \( \tilde{g}_{ij} \) has the same value for any \( i \). Thus they can be represented as \( \tilde{g}_i \) and \( \tilde{g}_j \).

The \( M + N - 2 \) equations in (35) can be used to estimate \( \beta \). The cost function is defined as
\[
\varsigma(\beta) = \sum_{i=2}^{M} (\tilde{r}_i^T \tilde{r}_i - 2\tilde{r}_i^T \tilde{g}_i - \tilde{g}_i - \tilde{g}_i)^2 + \sum_{j=2}^{N} (\tilde{s}_j^T \tilde{s}_j + 2\tilde{s}_j^T \tilde{g}_j - \tilde{g}_j)^2
\]
(37)

\[
\varsigma(\beta) = \sum_{i=2}^{M+N-2} \nu_{\beta_i}^2,
\]
where \( \nu = [\nu_1, \ldots, \nu_{M+N-2}]^T \), with
\[
\begin{align*}
\nu_{\beta,1} = 2 \tilde{r}_i^T \tilde{r}_i - 2\tilde{r}_i^T \tilde{g}_i - \tilde{g}_i \\
\nu_{\beta,2} = 2 \tilde{s}_j^T \tilde{s}_j + 2\tilde{s}_j^T \tilde{g}_j - \tilde{g}_j
\end{align*}
(38)
\]
for \( i = 2, \ldots, M \) and \( j = 2, \ldots, N \).

The minimization of \( \varsigma \) is a nonlinear least square problem which can be solved with the Gauss-Newton algorithm. Suppose the Jacobian matrix
\[
I = \frac{\partial \nu}{\partial \beta}
\]
(39)
can be obtained. \( \beta \) can be estimated iteratively as
\[
\beta^{(m+1)} = \beta^{(m)} - (I^{(m)}^T I^{(m)})^{-1} I^{(m)}^T \nu^{(m)}
\]
(40)
where \( I^{(m)} \), \( \beta^{(m)} \), and \( \nu^{(m)} \) denote the parameters obtained in the \( m \)-th iteration. The detailed derivation of the Jacobian matrix is given in Appendix B.

Compared with [13], [17], which only consider \( \nu_A \), the proposed algorithm considers both \( \nu_A \) and \( \nu_B \), i.e., more observations are used. This may lead to better convergence behaviour. Similarly to Algorithm 1, we use a multi-initialization scheme. The description of the Gauss-Newton joint localization algorithm is given in Algorithm 2. The elements in \( \beta^{(0)} \) are initialized as normally distributed random numbers.

The convergence behaviour of the Gauss-Newton joint localization algorithm is closely related to the accuracy of timing information estimation. If the low-rank approximation algorithm only converges locally, (29) does not exactly hold and the joint localization algorithm converges locally or even diverges. If the low-rank approximation algorithm converges globally with accurate timing information estimation, the joint localization algorithm can globally converge easily with a multi-initialization scheme. Fig. 3 gives an example of sensor and source localization using the same data as Fig. 2. In Fig. 3(a), the low-rank approximation algorithm converges locally and so does the joint localization algorithm. In Fig. 3(b), the low-rank approximation algorithm converges globally and the joint localization algorithm can recover the sensor and source locations accurately.

**Algorithm 2** Gauss-Newton joint localization algorithm for geometrical information localization

Input: \( T, \delta, \eta \)

Output: \( R, S, \beta_0 = \{ C, s_x \} \)

Parameters: \( \nu_{T1}; \) threshold for divergence

\( \nu_{T2}; \) threshold for global convergence

\( d_{T1}; \) stopping threshold for Gauss-Newton iterations

\( m_{T1}; \) maximum number of initializations

\( m_{T2}; \) maximum number of iterations

Compute \( \hat{D} \);

Compute \( D_L, D_R, \Sigma_3 \) via SVD;

\( f_3 = 0; m_3 = 0; \nu_0 = \text{Inf}; \)

while \( f_3 = 0 \) do

Initialize \( \beta^{(0)} \);

\( f_4 = 0; m_4 = 0; \)

while \( f_4 = 0 \) do

Compute \( \hat{R}^{(m_4)} \), \( \hat{S}^{(m_4)} \);

Compute \( \nu^{(m_4)} \), \( \Gamma^{(m_4)} \);

(38)/(39)

Update \( \beta^{(m_4+1)} \);

if \( ||\nu^{(m_4)}||_F > \nu_{T1} \) OR \( ||\Delta \beta|| < d_{T1} \) OR \( m_4 = m_{T4} \) then

\( f_4 = 1; \)

end if

\( m_4 = m_4 + 1; \)

end while

if \( ||\nu^{(m_4-1)}||_F < \nu_0 \) then

\( \nu_0 = ||\nu^{(m_4-1)}||_F; \beta_0 = \beta^{(m_4-1)}; \)

end if

if \( \nu_0 < \nu_{T2} \) OR \( m_3 = m_{T3} \) then

\( f_3 = 1; \)

end if

\( m_3 = m_3 + 1; \)

end while

Compute \( R, S; \)

(31)

**VII. EXPERIMENTAL RESULTS**

**A. Experiment Setup**

The proposed algorithm consists of two stages: the Gauss-Newton low-rank approximation algorithm for timing information estimation and the Gauss-Newton joint localization algorithm for geometrical information estimation. The first sub-algorithm is sensitive to local minima. Five experiments are thus carried out: the first experiment examines the convergence property of the timing information estimation algorithm; the second experiment compares the performance of the proposed algorithm with existing algorithms; the third investigates the robustness of the proposed algorithm to noisy TDOA measurements; the fourth evaluates the performance with realistic TDOA data estimated from simulated ambient sounds; the last one presents an example with real-recorded data.

Monte Carlo simulations are used to generate testing data. We test all the possible combinations of different numbers of sensors (\( M \)) and sources (\( N \)), where \( M \) is chosen from \([5:15, 20]\) and \( N \) is chosen from \([5:15, 20, 25]\). For each \((M, N)\), we implement different realizations. In each realization, the locations of the sensors and sources are uniformly distributed inside an enclosure of \( 10 \text{ m} \times 10 \text{ m} \times 3 \text{ m} \) with \( d_{\text{max}} = 10 \text{ m} \), whereas
the onset times and capture times are chosen randomly and uniformly from the range $[-1, 1]$ s.

A fair comparison of the proposed algorithm with existing algorithms is problematic since most existing approaches assume some prior knowledge of the timing or location information. The closest approach to ours is the one proposed by Ono [5] which does not consider any prior knowledge. Three algorithms are therefore considered: the one-stage algorithm (Ono) [5], the proposed two-stage algorithm (Proposed), and the Proposed algorithm refined by the Ono algorithm (Proposed + refinement). As discussed in Section VI, the Proposed algorithm may not recover the locations if the timing information is not estimated accurately. However, the estimated locations are usually closer to the true values than random initializations. Using them as an initial guess for the Ono algorithm, which estimates all the parameters simultaneously, may lead to a better estimation. The parameters used in the Proposed algorithm are listed in Table II. These parameters will be used throughout the experiment unless otherwise stated.

### Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{T1}$</td>
<td>1000</td>
<td>$m_{T3}$</td>
<td>50</td>
</tr>
<tr>
<td>$m_{T2}$</td>
<td>100</td>
<td>$m_{T4}$</td>
<td>100</td>
</tr>
<tr>
<td>$\zeta_{T1}$</td>
<td>$10^5$</td>
<td>$\nu_{T1}$</td>
<td>$10^5$</td>
</tr>
<tr>
<td>$\zeta_{T2}$</td>
<td>$10^{-15}$</td>
<td>$\nu_{T2}$</td>
<td>$10^{-15}$</td>
</tr>
<tr>
<td>$d_{pT}$</td>
<td>$10^{-9}$</td>
<td>$d_{pT}$</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$10^9$</td>
<td>$d_{max}$</td>
<td>10 m</td>
</tr>
</tbody>
</table>

**B. Convergence Analysis**

To investigate the convergence behaviour of the timing information estimation (Gauss-Newton low-rank approximation) algorithm, we test all the possible combinations of $M$ and $N$. For each $(M, N)$ configuration, we implement 1000 realizations. To reach global convergence, we try at most 10000 initializations in each realization. As described in Algorithm 1, a global convergence is detected when $\zeta_c < \zeta_T$. If for one realization the algorithm can reach global convergence within 10000 initializations, we regard this realization as success and record the corresponding number of initializations as $I_G$. Otherwise, we regard it as failure. The failure rate is defined as

$$ R_F(M, N) = \frac{N_F(M, N)}{1000} \times 100\%, \quad (41) $$

where $N_F(M, N)$ denotes the number of failed realizations for a specific $(M, N)$ configuration.

Each curve in Fig. 4 depicts the failure rate for a fixed $M$ and variable $N$. Overall, the algorithm shows a high failure rate for small $M$ and $N$, whereas the failure rate drops significantly when $M$ and $N$ increase. For the non-convex cost function (16) an over-constrained case with more observations than unknown parameters might reduce the number of local minima and lead to better convergence. The algorithm fails when $M = 5$, regardless of the value of $N$. When $M = 6$, the algorithm reaches global convergence even if the failure rate is still high. When $M \geq 7$, it becomes easier to reach global convergence. A fairly low failure rate (e.g., < 2%) can be achieved if $N$ is large enough. Moreover, the minimum $N$ that is required to reach a same failure rate decreases when increasing $M$ (cf. Fig. 5).

Fig. 5 gives the minimum $N$ that is required for reaching a defined failure rate ($R_F < 1\%, 2\%, 4\%$) for different $M$. It is observed that the lower the failure rate, the larger $M$ and $N$ are required. For the same failure rate the required minimum $N$ decreases with $M$. This can be observed when $M > 10$.

Fig. 6 provides box-plots of the number of initializations ($I_G$) tried by the algorithm before reaching global convergence in 1000 realizations. The bottom and top of the box denote the 0.1 and 0.9 quantile, respectively. The line in the middle of the box denotes the median value. The bars represent the extreme values excluding the outliers, which are not shown in the figure.

In global, $I_G$ decreases when $M$ and $N$ increase. This can be clearly observed from the variation of the median value of $I_G$ in
Fig. 6. Number of initializations ($I_C$) tried by the timing information estimation algorithm before reaching global convergence.

Fig. 7. Localization errors ($E_{loc}$) for different configurations of $M$ and $N$: A: $\emptyset$no; B: Proposed; C: Proposed + refinement.

each panel, where $M$ is fixed and $N$ is varying. It can be further observed in each panel that, for a fixed $M$, the median value of $I_C$ equals 10000 when $N$ is small (the algorithm diverges) and then decreases significantly with increasing $N$. The decrease slows when $N$ is large enough.

The span of the box (including 10% – 90% of the data) indicates that the performance of the algorithm may vary with different realizations of an $(M, N)$ configuration. The height of the box is also related to $M$ and $N$, and typically decreases when $M$ and $N$ increase. For instance, the box for $M = N = 8$ spans an interval [2000, 10000] while the box for $M = N = 12$ spans an interval [1, 10]. This indicates that it is easier for the algorithm to converge globally when $M$ and $N$ are large enough.

Fig. 6 can provide a reference for determining the maximum number of initializations ($m_{RT_1}$), a parameter used in Algorithm 1. For instance, we choose $m_{RT_1} = 1000$ in the remaining experiment since in most $(M, N)$ configurations the algorithm can converge globally within 1000 initializations.

C. Performance Comparison

The testing data is generated using an equal number of sensors and sources ($M = N$) varying from 6 to 15. For each $(M, N)$, we implement 200 realizations. Three algorithms are considered: $\emptyset$no, Proposed, Proposed + refinement. Given the ground truth $R, S$ and the estimates $\tilde{R}, \tilde{S}$, the estimation error is calculated as

$$E_{loc} = \frac{\sum_{i=1}^{M} \| \mathbf{r}_i - \tilde{\mathbf{r}}_i \| + \sum_{j=1}^{N} \| \mathbf{s}_j - \tilde{\mathbf{s}}_j \|}{M + N}. \quad (42)$$

We assume that localization accuracy of 0.001 m is enough in practical applications, and thus we lower bound $E_{loc}$ as $E_{loc} = \max(0.001, E_{loc})$. In order to account for the intrinsic translational and rotational freedom of the solution, the estimated and true sensor and source positions are optimally aligned by means of Procrustes Analysis [34], which finds the optimal translation and rotation of the solution that minimizes the sum of the distances between each pair of estimated and true positions.

The results are presented in Fig. 7, using the same box-plotting scheme as in Fig. 6. For readability, the estimation error is upper bounded at 3 m in Fig. 7. The overall performance can be ranked as $\emptyset$no < Proposed < Proposed + refinement.
The median value of the estimation errors of \( \Omega_0 \) does not vary significantly with \( M \) and \( N \). However, the span of the box increases with increasing \( M \) and \( N \). When \( M \) and \( N \) are large (e.g., \( > 10 \)), the bottom of the box may possibly reach the lowest estimation bound, i.e., 0.001 m.

Proposed performs slightly worse than \( \Omega_0 \) for \( M = N = 8 \), where both algorithms achieve large errors. The performance of Proposed improves evidently with increasing \( M \) and \( N \). When \( M, N > 10 \), the median estimation error can reach the lowest estimation bound. The span of the box is still wide when \( M = N = 10 \), but decreases with increasing \( M \) and \( N \). When \( M, N \geq 13 \), the span of the box is close to 0.

Proposed + refinement performs best among all the algorithms. For \( M = N = 8 \), it outperforms the other two algorithms although all three algorithms achieve large estimation errors. For \( M, N > 12 \), Proposed + refinement achieves a very low estimation error in all cases. For \( M, N \geq 13 \), Proposed performs similarly to Proposed + refinement.

In summary, Proposed + refinement outperforms \( \Omega_0 \). Proposed + refinement outperforms Proposed especially when \( M \) and \( N \) are small.

### D. Robustness Analysis

The testing data is generated using equal number of sensors and sources (\( M = N \)) chosen from \{8, 10, 12, 15\}. For each \((M, N)\) configuration, we implement 200 realizations. In each realization, the TDOA measurements are corrupted by Gaussian noise with zero mean and a standard deviation \( \sigma \in \{10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\} \) s. Apart from the considered algorithms, the Cramér-Rao bound (CRB) is calculated as a reference, using the method presented in [13]. The CRB provides a theoretical lower bound on the variance of any estimator, irrespective of the particular estimation method used. We average the estimation errors across 200 realizations:

\[
E_{\text{avg}} = \frac{1}{N_s} \sum_{r=1}^{N_s} \log_{10} E_{\text{avg}}(r),
\]

where \( E_{\text{avg}}(r) \) denotes the estimation error of the \( r \)-th realization, \( N_s = 200 \) is the number of realizations, and the log operation is introduced to reduce the influence of the highly dynamic range of the estimation error. Fig. 8 shows \( E_{\text{avg}} \) for different TDOA measurement errors (for readability \( E_{\text{avg}} \) is upper bounded to 3 m). Overall, the performance of the algorithms can still be ranked as \( \Omega_0 < \text{Proposed} < \text{Proposed + refinement} \). CRB is influenced by \( M \) and \( N \) only slightly. It mainly depends on the standard deviation of the measurement error. The \( E_{\text{avg}} \) of CRB decreases when \( \sigma \) decreases. When \( \sigma > 10^{-3} \) s, all the algorithms fail. When \( 10^{-4} \leq \alpha \leq 10^{-6} \) s, the performance of all the algorithms improves when \( \sigma \) decreases. \( \Omega_0 \) generally performs worst among all the algorithms. Proposed performs slightly worse than \( \Omega_0 \) when \( M = N = 8 \) but outperforms \( \Omega_0 \) in other cases. Proposed + refinement performs best. Its performance curve is far from the CRB curve when \( M = N = 8 \), close to the CRB curve when \( M, N \geq 10 \), and almost overlapped with the CRB curve when \( M \Rightarrow N \Rightarrow 15 \). Therefore, Proposed + refinement outperforms Proposed significantly in case of TDOA errors.

### E. Realistic Simulation

We evaluate the performance of the proposed algorithm with realistic TDOA data estimated from simulated ambient sounds. Similarly to previous experiments, we consider a room of size \( 10 \text{ m} \times 10 \text{ m} \times 3 \text{ m} \), where sensors and sources are randomly distributed with \( \sigma_{\text{max}} = 10 \text{ m} \). The number of sensors and sources are both 15. The impulse responses from the sources to the sensors are simulated by the image-source method [38] with the reverberation time, \( \text{RT}_{60} \), controlled by varying the absorption coefficients. The sound speed is 342 m/s and the sampling rate 48 kHz. The sound sources consist of nonoverlapping uttered speech signals, each occupying a time slot of 5 s with the length of speech 3 s. The onset time of each sound source is randomly chosen within the first two seconds of its time slot. The microphone signals are generated by convolving clean speech signals with room impulse responses. The capture time of each microphone is chosen randomly and uniformly from the interval \([-1, 1] \) s. We simulate 5 different reverberant scenarios with reverberation times 0.1 s, 0.3 s, 0.5 s, 0.7 s and 1 s, respectively. For each reverberation time we implement 10 realizations.

The acoustic scenario we consider is a simple case which assumes no overlaps between sound sources and the segmentation of each sound source in the microphone signals can be easily identified. It should be noted that, in practical applications, to find the data association between each sound source and the microphone signals is a nontrivial task, especially when multiple sources are simultaneously active. Although multiple target tracking methods [40], [41] have shown potential to address the data association problem, it still remains an open problem in real-world scenarios.
In this experiment the TDOA of each source with respect to a pair of microphones is estimated from the corresponding segmentations in the microphone signals. A coarse-to-fine scheme \cite{5} is employed to estimate the TDOA, where the two microphone signals are coarsely aligned at first and then processed with the generalized cross-correlation with phase transform (GCC-PHAT) algorithm \cite{39}, which is well-known for its robustness to room reverberation. In the GCC-PHAT algorithm, we use a frame length of 8192 with half overlap. As shown in the robustness analysis in Section VII-D, Proposed works well when the TDOA estimation error is below $10^{-6}$ s. In order to achieve such an estimation accuracy, we search in the TDOA space with a small step size of $10^{-9}$ s.

We use Ono, Proposed and Proposed + refinement to estimate the sensor and source locations. For reference, we use the localization results obtained by the Crocco algorithm \cite{13} as Benchmark. The Crocco algorithm works on TOA and assumes that both source onset times and device capture times are known. We use the general solution in the Crocco algorithm, which is essentially the same as the geometrical information estimation part of the Proposed algorithm. To apply the Crocco algorithm, we derive the TOA from the TDOA (which is estimated from the microphone signals) and the distance between the first microphone and all sources (cf. (1) and (2)), and assume the time offsets between devices to be known. In this way, the estimation errors contained in the estimated TOAs and TDOAs are comparable.

We calculate the TDOA estimation errors for all the sensor and source combinations that are contained in the TDOA matrix. The TDOA estimation error is defined as the absolute difference between the estimated value and the ground truth, which is obtained from the prior knowledge of the sensor and source locations and the device capture times. For each reverberation time, we collect all the TDOA estimation errors in 10 realizations and present them in Fig. 9(a), using the same box-plotting scheme as in Fig. 6. It is clearly observed in Fig. 9(a) that the median value of the TDOA estimation errors increases with reverberation time (RT). More outliers (i.e., larger errors) are observed when RT $\geq 0.7$ s. For instance, the median value of the errors at RT $= 1$ s is around $10^{-6}$ s, whereas the upper bound of the error can reach $10^{-8}$ s.

The average localization errors ($E_{\text{avg}}$ in (43)) obtained by the algorithms in different reverberant scenarios are depicted in Fig. 9(b). Overall, the performance degrades with reverberation time, and can be ranked as Ono $< \text{Proposed} < \text{Proposed + refinement} \approx \text{Benchmark}$. The Crocco (Benchmark) algorithm, which assumes timing information to be known, also shows localization errors due to large TDOA estimation errors in high reverberation. As shown in Fig. 9(b), Proposed can estimate the locations very accurately when RT $\leq 0.3$ s. However, its $E_{\text{avg}}$ rises to 0.05 m at RT $= 0.5$ s, and becomes larger than 0.5 m when RT $\geq 0.7$ s. Proposed + refinement can significantly improve the localization performance in high reverberation, with $E_{\text{avg}}$ being around 0.1 m and 0.2 m for RT $= 0.7$ s and RT $= 1$ s, respectively. Proposed + refinement can achieve similar performance as Benchmark.

With the estimated sensor and source locations, the time offsets between the first microphone and other microphones, as by-products, can be easily calculated using (2). We define the offset time estimation error as the absolute difference between the estimated value and the ground truth, and calculate the average offset time estimation error for 10 realizations, using an equation similar to (43). The results are shown in Fig. 9(c). Since the time offsets are calculated from the sensor and source locations, the performance of time offset estimation depends significantly on sensor and source localization. As shown in Fig. 9(c), the time offset estimation error curves of all the algorithms show similar variation trends to the localization error curves in Fig. 9(b). Proposed + refinement can achieve time offset estimation errors below one sample (around 20 $\mu$s at sampling rate 48 kHz) when RT $\leq 0.3$ s. The estimation error rises to around 5 samples (0.1 ms) and 25 samples (0.5 ms) at RT $= 0.5$ s and RT $= 1$ s, respectively.

F. Real Recording

We present an example of using the considered algorithms with real-recorded data in a listening room of size $6 \times 5 \times 3$ m and with a reverberation time of around 200 ms. We use 15 microphones of various types such as Sennheiser E600, DPA 4006-TL and Beyerdynamic MCE530, placed as shown in Fig. 10(a). The microphones are connected to an RME Fireface 800 through two Focusrite ISA828 microphone preamplifiers (8 channels each). The sampling rate is 44.1 kHz. The same testing speech used in Section VII-E is played by a Genelec 8010 loudspeaker at 18 different locations (acting as 18 sound sources). To simulate unknown device capture times, a delay randomly chosen from the interval $[-1,1]$ ms is applied to the recording.
from each microphone. These recordings are used in the localization procedure. We only have the ground truth of the microphone locations, which are manually measured. We investigate microphone localization performance with this ground truth. Although the microphones are placed with a relatively regular topology, in practice the considered algorithms can be used for arbitrary microphone placement.

Compared with the simulated (image-source) scenarios, the performance of TDOA estimation with real recordings may be degraded by extra reflections from microphone stands and also by the fact that the loudspeaker is not a point source. For localization we applied the Uno, Proposed and Proposed + refinement algorithms. The average localization errors obtained by the three algorithms are about 0.39 m, 0.03 m and 0.03 m, respectively. The true and estimated microphone locations (Proposed) are shown in Fig. 10(b). It is clearly observed that the topology of the microphone network can be recovered. The consistency between the true and estimated microphone locations confirms the potential of the proposed algorithms in real-world applications.

VIII. CONCLUSIONS

We proposed a general solution for sensor and source localization in an ad-hoc array using TDOAs which are biased by unknown time offsets. To overcome the local minima problem when estimating the unknown timing information, we derived the boundary of the timing parameters and utilized a multi-initialization scheme. These strategies can minimize the influence of local minima efficiently. Simulation results demonstrate that the Proposed algorithm outperforms existing algorithms in most cases. The performance of the Proposed algorithm can be further improved by a refinement strategy. Error analysis demonstrates that the Proposed + refinement algorithm can get close to the Cramér-Rao bound with at least 10 sensors and sources. Experiments using TDOAs estimated from simulated and real-recorded speech data confirm the potential of the Proposed algorithm in real-world applications. Specifically, the Proposed + refinement algorithm can achieve high-quality estimation for speech data simulated at reverberation time 0.3 s and the estimation error rises to 0.05 m, 0.1 m and 0.2 m for reverberation times 0.5 s, 0.7 s and 1 s, respectively. For real-recorded data in an environment with reverberation time of 0.2 s, the Proposed + refinement algorithm can achieve an estimation error of 0.03 m.

The Proposed algorithm however requires a minimum number of sensors and sources (e.g., $M, N \geq 10$) to guarantee its performance. Although the performance improves significantly as $M$ and $N$ increase, the local minima problem is still not completely solved, e.g., it can still be observed with a low probability even if $M$ and $N$ are large. An interesting direction for future research would be to incorporate prior knowledge of the ad-hoc array into the Proposed algorithm, so that the dependence on the number of sensors and sources can be relieved and the local minima problem can be fully overcome. Moreover, although the Proposed (+refinement) algorithm shows promising results in reverberant scenarios, the robustness to TDOA estimation outliers could be improved by exploiting the redundancy of the TDOA information when using a large number of sensors and sources.

APPENDIX A

JACOBIAN MATRIX IN (19)

For $\zeta = [\zeta_A \lambda^T]$, the Jacobian matrix $J = \frac{\partial \zeta}{\partial \rho}$, which is of size $Q \times (M + N - 1 + 3(N - 4))$, can be calculated as

$$J = \begin{bmatrix}
\frac{\partial \zeta_A}{\partial \delta} & \frac{\partial \zeta_A}{\partial \eta} & \frac{\partial \zeta_A}{\partial \rho} \\
\frac{\partial \lambda^T}{\partial \delta} & \frac{\partial \lambda^T}{\partial \eta} & \frac{\partial \lambda^T}{\partial \rho}
\end{bmatrix} = \begin{bmatrix}
J_{11} & J_{12} & J_{13} \\
J_{11} & J_{12} & J_{13}
\end{bmatrix}.$$

The block matrices can be computed as described below.

$$J_{11} = \begin{bmatrix}
\frac{\partial U_{11}}{\partial \delta} & \cdots & \frac{\partial U_{11}}{\partial \rho} \\
\frac{\partial U_{(M-1),(N-1)}}{\partial \delta} & \cdots & \frac{\partial U_{(M-1),(N-1)}}{\partial \rho}
\end{bmatrix}.$$

Based on the definition of $U$ in (7), the element-wise differential is expressed as

$$\frac{\partial[U]_{i-1,j-1}}{\partial \delta_k} = \begin{cases}
(2\eta_j - 2(t_{ij} - t_{i1})), \quad k = 1 \\
(2(t_{ij} - t_{i1})), \quad k = 2, \ldots, M
\end{cases}$$

for $i = 2, \ldots, M$ and $j = 2, \ldots, N$. Here $\eta_j = \begin{cases} 1, & i = k \\
0, & i \neq k \end{cases}$.

$$J_{12} = \begin{bmatrix}
\frac{\partial U_{11}}{\partial \eta_1} & \cdots & \frac{\partial U_{11}}{\partial \eta_N} \\
\frac{\partial U_{(M-1),(N-1)}}{\partial \eta_1} & \cdots & \frac{\partial U_{(M-1),(N-1)}}{\partial \eta_N}
\end{bmatrix}.$$
where
\[
\frac{\partial[U]_{i,j \rightarrow k}}{\partial \eta_k} = -(2(t_{ij} - t_{1j}) + 2\delta_i) \uparrow_{j,k}, \tag{A2}
\]
for \(i = 2, \ldots, M, j = 2, \ldots, N, \) and \(k = 2, \ldots, N.\)

\[
J_{12} = \begin{bmatrix}
\frac{\partial U_{11}}{\partial X_{11}} & \cdots & \frac{\partial U_{1N}}{\partial X_{1N}} \\
\vdots & \ddots & \vdots \\
\frac{\partial U_{M1} \vert_{(N-1)}}{\partial X_{11}} & \cdots & \frac{\partial U_{M(N-1)}}{\partial X_{1N}}
\end{bmatrix},
\]
where
\[
\frac{\partial[U]_{ij}}{\partial X_{kl}} = 0, \tag{A3}
\]
for \(i = 1, \ldots, M - 1, j = 1, \ldots, N - 1, k = 1, \ldots, 3, \) and \(l = 1, \ldots, N - 4.\)

Let \(V = (A + F)X - B - G.\)

\[
J_{21} = \begin{bmatrix}
\frac{\partial V_{11}}{\partial \delta_1} & \cdots & \frac{\partial V_{1M}}{\partial \delta_{M-1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial V_{M1} \vert_{(M-1)}}{\partial \delta_1} & \cdots & \frac{\partial V_{M(N-1)}}{\partial \delta_{M-1}}
\end{bmatrix},
\]
where
\[
\frac{\partial[V]_{ij}}{\partial \delta_k} = \frac{\partial[F]X - G}{\partial \delta_k},
\]
Since \(\frac{\partial[F]X - G}{\partial \delta_k} = \sum_{u=1}^{3}(U_{iu}X_{uj} - [U]_{k,j+2}, it follows
\[
\frac{\partial[F]X - G}{\partial \delta_k} = \sum_{u=1}^{3}(2\eta_u - 2(t_{1u} - t_{11}))\frac{\partial [U]_{u,j}}{\partial \delta_k} - \sum_{u=1}^{3}(2\eta_u + 2(t_{1u} - t_{11}))\frac{\partial [U]_{u,j}}{\partial \delta_k}.
\]
for \(i = 2, \ldots, M.\)

\[
J_{22} = \begin{bmatrix}
\frac{\partial V_{11}}{\partial \eta_1} & \cdots & \frac{\partial V_{1M}}{\partial \eta_{M-1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial V_{M1} \vert_{(M-1)}}{\partial \eta_1} & \cdots & \frac{\partial V_{M(N-1)}}{\partial \eta_{M-1}}
\end{bmatrix},
\]
where
\[
\frac{\partial[V]_{ij}}{\partial \eta_k} = \frac{\partial[F]X - G}{\partial \eta_k}, \quad \frac{\partial[F]X - G}{\partial \eta_k} = \sum_{u=1}^{3}(2\delta_u - 2(t_{1u} - t_{11}))\frac{\partial [U]_{u,j}}{\partial \eta_k} - \sum_{u=1}^{3}(2\delta_u + 2(t_{1u} - t_{11}))\frac{\partial [U]_{u,j}}{\partial \eta_k},
\]
for \(i = 2, \ldots, M, j = 2, \ldots, N, \) and \(k = 2, \ldots, N.\)

\[
J_{23} = \begin{bmatrix}
\frac{\partial V_{11}}{\partial \delta_{M+1}} & \cdots & \frac{\partial V_{1N}}{\partial \delta_{M+N-4}} \\
\vdots & \ddots & \vdots \\
\frac{\partial V_{M1} \vert_{(M+1)}}{\partial \delta_{M+1}} & \cdots & \frac{\partial V_{M(N+1)}}{\partial \delta_{M+N-4}}
\end{bmatrix},
\]
where
\[
\frac{\partial[V]_{ij}}{\partial \delta_k} = \frac{\partial[(A + F)X]}{\partial \delta_k}.
\]
Since \(\frac{\partial[(A + F)X]}{\partial \delta_k} = \sum_{u=1}^{3}(A + F)_{iu}\frac{\partial[X]_{uj}}{\partial \delta_k}.
\]
for \(i = 1, \ldots, M - 1, j = 1, \ldots, N - 1, k = 1, \ldots, 3, \) and \(l = 1, \ldots, N - 4.\)

\section*{Appendix B}

\subsection*{Jacobian Matrix in (39)}

For \(\nu = \begin{bmatrix} \nu_A \\ \nu_B \end{bmatrix} \) and \(\beta = \begin{bmatrix} \beta_1 \\ \vdots \\ \beta_N \end{bmatrix},\) the Jacobian matrix \(I = \frac{\partial \nu}{\partial \beta},\)
which is of size \(\{M + N - 2\} \times 16,\) can be calculated as
\[
I = \begin{bmatrix}
\frac{\partial \nu_A}{\partial \beta_{s1}} & \cdots & \frac{\partial \nu_A}{\partial \beta_{s1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial \nu_A}{\partial \beta_{s1}} & \cdots & \frac{\partial \nu_A}{\partial \beta_{s1}}
\end{bmatrix} = \begin{bmatrix}
I_{11} & I_{12} \\
I_{21} & I_{22}
\end{bmatrix}.
\]
The block matrices can be computed as described below.
Based on the definitions in (30) and (38), it follows
\[
\frac{\partial \nu_A}{\partial \beta_{s1}} = \sum_{u=1}^{3} D_{L}C_{iu}^{2} - 2[D_{L}C]_{i1} s_{1} \tilde{g}_{i}, \tag{B1}
\]
for \(i = 2, \ldots, M.\)

\[
I_{11} = \begin{bmatrix}
\frac{\partial \nu_A}{\partial \beta_{s1}} & \cdots & \frac{\partial \nu_A}{\partial \beta_{s1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial \nu_A}{\partial \beta_{s1}} & \cdots & \frac{\partial \nu_A}{\partial \beta_{s1}}
\end{bmatrix},
\]
where
\[
\frac{\partial \nu_A}{\partial \beta_{s1}} = 2[D_{L}C]_{i1} s_{1} - 2 \uparrow_{i,1} U_{i,k}s_{k+1} \tag{B2}
\]
for \(i = 2, \ldots, M, k = 1, 2, 3,\) and \(l = 1, 2, 3.\)

\[
I_{12} = \begin{bmatrix}
\frac{\partial \nu_A}{\partial \beta_{s1}} & \cdots & \frac{\partial \nu_A}{\partial \beta_{s1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial \nu_A}{\partial \beta_{s1}} & \cdots & \frac{\partial \nu_A}{\partial \beta_{s1}}
\end{bmatrix},
\]
where
\[
\frac{\partial \nu_A}{\partial \beta_{s2}} = -2[D_{L}C]_{i1} \tag{B3}
\]
for \(i = 1, \ldots, M - 1.\)
Based on the definitions in (38), it follows
\[
\nu_{B_{j+1}} = \sum_{u=1}^{3} C^{-1} \Sigma_{R_{j+1}}^{2} U_{i,k}s_{k} + 2[C^{-1} \Sigma_{R_{j+1}}^{2}]_{i1} s_{1} \tilde{g}_{j}, \tag{B4}
\]
for \(j = 2, \ldots, N.\)

\[
I_{21} = \begin{bmatrix}
\frac{\partial \nu_B}{\partial \beta_{s1}} & \cdots & \frac{\partial \nu_B}{\partial \beta_{s1}} \\
\vdots & \ddots & \vdots \\
\frac{\partial \nu_B}{\partial \beta_{s1}} & \cdots & \frac{\partial \nu_B}{\partial \beta_{s1}}
\end{bmatrix},
\]
where
\[
\frac{\partial \nu_B}{\partial \beta_{s1}} = -2[D_{L}C]_{i1} \tag{B5}
\]
for \(i = 1, \ldots, M - 1.\)
where
\[
\frac{\partial \mathbf{y}_B}{\partial C_{ki}} = 2\bigg[ C^{-1}\mathbf{D}_R \frac{\partial C}{\partial C_{ki}} \mathbf{D}_R^T \bigg] - 2\mathbf{1}_2 C^{-1} \frac{\partial C}{\partial C_{ki}} C^{-1} - C^{-1} C_{ki} C^{-1},
\]
for \(j = 1, \ldots, N - 1, k = 1, 2, 3\), and \(l = 1, 2, 3\). Using the inversion theory, we have
\[
\frac{\partial C^{-1}}{\partial C_{ki}} = -C^{-1} \frac{\partial C}{\partial C_{ki}} C^{-1} = -C^{-1} C_{ki} C^{-1},
\]
where \(C_{ki}\) is a matrix with the same size of \(C\), with the \((k, l)\)-th element being 1 and other elements being 0.

\[I_{22} = \begin{bmatrix} \frac{\partial \mathbf{y}_B}{\partial s_{k+1}} & \cdots & \frac{\partial \mathbf{y}_B}{\partial s_{N}} \end{bmatrix}.\]

where, for \(j = 1, \ldots, N - 1,\)
\[
\frac{\partial [\mathbf{y}_B]:}{\partial s_{k+1}} = -2 C^{-1} \mathbf{D}_R \frac{\partial C}{\partial C_{ki}} C^{-1}.\]

\section*{REFERENCES}


Lin Wang received the B.S. degree in electronic engineering from Tianjin University, China, in 2003; and the Ph.D. degree in signal processing from Dalian University of Technology, China, in 2010. From 2011 to 2013, he was an Alexander von Humboldt Fellow at the University of Oldenburg, Germany. Since 2014, he has been a postdoctoral researcher in the Centre for Intelligent Sensing at Queen Mary University of London. His research interests include audio and video compression, microphone array, blind source separation, and 3D device localization and synchronization, multi-source signal processing, joint time–frequency analysis and filtering, acoustic echo cancellation, speech enhancement, and biomedical signal processing.

Tsz-Kin Hon received his B.Eng. degree in electronic and computer engineering from the Hong Kong University of Science and Technology (HKUST) in 2006; and the Ph.D. degree in digital signal processing from Kings College London (KCL) in 2013. He was a Research Engineer in the R&D of the Giant Electronic Ltd. between 2006 and 2009. He is currently a Postdoctoral Research Assistant in the Centre for Intelligent Sensing at Queen Mary University of London. His research interests include audio and video signal processing, low-rank matrix completion using alternating minimization,” in Proc. Annual ACM Symp. Theory of Computing, Palo Alto, USA, 2013, pp. 665–674.


Transforms and Algorithms for Signal Processing. New York, NY, USA: Elsevier, 2020. Dr. Reiss has served as an Associate Editor of IEEE Transactions on Signal Processing and is currently an Associate Editor of IEEE Transactions on Audio, Speech, and Language Processing. He is a Senior Member of the IEEE and is an elected member of the IEEE Signal Processing Society.

Andrea Cavallaro received the Ph.D. degree in electrical engineering from Swiss Federal Institute of Technology, Lausanne, Switzerland, in 2002. He was a Research Fellow with British Telecommunications in 2004. He is a Professor of Multimedia Signal Processing and the Director of the Centre for Intelligent Sensing at Queen Mary University of London. He has authored more than 150 journal and conference papers, one monograph on Video Tracking (Wiley, 2011), and three edited books, Multi-Camera Networks (Elsevier, 2009), Analysis, Retrieval and Delivery of Multimodal Content (Springer, 2012), and Intelligent Multimedia Surveillance (Springer, 2013). Prof. Cavallaro is an Associate Editor of IEEE Transactions on Image Processing and a member of the editorial board of the IEEE Multimedia Magazine. He is an elected member of the IEEE Image, Video, and Multidimensional Signal Processing Technical Committee, and is the Chair of its Awards Committee, and an elected member of the IEEE Circuits and Systems Society Visual Communications and Signal Processing Technical Committee. He served as an elected member of the IEEE Signal Processing Society Multimedia Signal Processing Technical Committee, as an Associate Editor of IEEE Transactions on Audio, Speech, and Language Processing, and as an Area Editor of IEEE Signal Processing Magazine, and as a Guest Editor of eleven special issues of international journals. He was General Chair for the IEEE/ACM Multimedia Conference in 2011, the European Signal Processing Conference in 2008, and WiAMIS 2010. He received the Royal Academy of Engineering Teaching Prize in 2007, three Student Paper Awards on target tracking and perceptually sensitive coding at the IEEE ICASSP in 2005, 2007, and 2009, respectively, and the Best Paper Award at IEEE AVSS 2009.

Joshua D. Reis is a Reader in Audio Engineering with the Centre for Digital Music in the School of Electronic Engineering and Computer Science at Queen Mary University of London. He has degrees in both physics and mathematics, and earned his Ph.D. in physics from the Georgia Institute of Technology. He is a member of the Board of Governors of the Audio Engineering Society, and co-founder of the company MixGenius, now known as LandR. Dr. Reis has published more than 100 scientific papers and serves on several steering and technical committees. He has investigated sound synthesis, time scaling and pitch shifting, source separation, polyphonic music transcription, loudspeaker design, automatic mixing for live sound, and digital audio effects. His primary focus of research, which ties together many of the above topics, is on the use of state-of-the-art signal processing techniques for professional sound engineering.