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ABSTRACT 
An important milestone for any agent in interaction with humans 
on a regular basis is to achieve natural and efcient methods of 
communication. Such strategies should be derived on the hallmarks 
of human-human interaction. So far, the work in embodied con-
versational agents (ECAs) implementing such signals has been pre-
dominantly through imitating human-like positive back-channels, 
such as nodding, rather than active interaction. The feld of Conver-
sation Analysis (CA) focusing on natural human dialogue suggests 
that people continuously collaborate on achieving mutual under-
standing by frequently repairing misunderstandings as they happen. 
Detecting repairs from speech in real-time is challenging, even with 
state-of-the-art Natural Language Processing (NLP) models. We 
present specifc human motion patterns during key moments of 
interaction, namely self initiated self-repairs, which would help 
agents to recognise and collaboratively solve speaker trouble. The 
features we present in this paper are the pairwise joint distances of 
head and hands which are more discriminative than the positions 
themselves. 
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1 INTRODUCTION 
Conversational agents that can utilise human-like communicative 
behaviours have been perceived as more successful in establishing 
relationships [32]. However, even though there are applications 
that employ social signal use by ECAs, such as mimicry [12] and 
nodding [24], the lack of satisfactory examples that can capture 
the efciency and dynamic nature of human dialogue has been 
questioned [1, 21, 32]. Despite the major advancements in speech 
recognition, language processing and computer vision, systems 
have not been able to capture the efectiveness and fexibility of 
natural human dialogue. The proposed direction, therefore, is to put 
the hallmarks of human-human interaction (HHI) on the spotlight 
when designing HAI. It has been acknowledged by most recent 
reviews on the feld of human-agent interaction (HAI) [1, 21] that 
an integrated approach in which multimodal and multifunctional 
feedback signals are mutually used and recognised is needed to 
advance HAI. 

As human dialogue is rarely fuent and without errors [3], han-
dling misunderstandings or negative grounding is a fundamental 
part of this requirement [2]. Repair in Conversation Analysis is 
the mechanism that people use to deal with “troubles of speaking, 
hearing and understanding” [28]. It is very frequent [4] in every-
day interaction, “the only type of turn with unrestricted privilege 
of occurrence” [30], and universal across languages [8] including 
sign language [23]. Inspired by these, Running Repairs Hypothesis 
suggests that "coordination of language use depends primarily on 
processes used to deal with misunderstanding on the fy and only 
secondarily on those associated with signaling understanding" [15], 
assuming an interactional approach to communication. Negative 
feedback is central in coordinating language [15] as the crucial 
points in interaction is about solving misunderstandings to achieve 
mutual understanding. Repairs in natural conversation can occur 
in multiple structures where they are systematically resolved over 
several conversational turns [29]. The most common type of repair, 
self-repairs (also referred to as disfuencies) are when a speaker 
modifes their utterances inside their turn [28, 31] by restarting, 
repeating, or changing their words. Self-repairs in particular have 
received signifcant attention in NLP and there are now systems 
that can recognise and parse them [16, 26, 27, 31], however they 
have not been used in live conditions. 

Self-repairs often are accompanied by non-verbal signals in the 
form of flled pauses or gestures [6]. The human motion data that 
accompanies the repair have the potential of augmenting the engi-
neering of interactive systems. In principle, these signals can easily 
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be detected from a camera in real-time without relying on speech 
recognition and NLP. ECAs can exploit non-verbal signals in human 
motion data for a richer interaction. 

Previous work has presented quantitative results proving that 
repairs co-occur along specifc hand movement patterns [13, 14, 37] 
and head movements [13]. Linear regression and mixed regres-
sion analyses suggest that speakers’ hand heights are signifcantly 
higher during self-repairs, and keep increasing for 0.5 seconds af-
ter a repair [37]. This paper further investigates the patterns in 
head and hand movement data (as pairwise distances) during self-
initiated self-repairs. The results we report suggest that self-repairs 
manifest themselves with distinct motion characteristics of speak-
ers: increase in distance between right hand and left hand, decrease 
in distance between head and right hand, and similarly, decrease 
in distance between head and left hand. Having such patterns in 
pairwise joint distances provide the promise of detecting these cues 
in a more discriminative way, and in diferent conditions such as 
height diferences, sitting or in motion compared to the positions 
themselves. 

2 BACKGROUND 
A high number of approaches to embodied interaction in HAI have 
been criticised for lacking dynamic interactional capabilities as 
surface-focused approaches which employ limited methodologies 
for feedback generation in order to achieve desired listener be-
haviour in an attempt to show agents more engaged. Whereas the 
attempts at grounding-focused nuanced feedback that considers the 
cognitive states of the user have been encouraged (see [1] for an 
extensive comparison). 

For a successful communication, participants need to coordinate 
in sharing some information or common ground, which is, "mutual 
knowledge, mutual beliefs and mutual assumptions" [5].The com-
mon ground needs to be kept track of and updated. This is called 
grounding. The mutual-understanding should either be confrmed 
by acknowledging the information with back-channel responses 
(such as nods or "mhm", "yeah") or be fxed in the case of nega-
tive evidence suggesting mishearing or misunderstanding (such as 
"huh", "what?", etc.). This is possible by exchanging a variety of 
verbal and non-verbal social signals such as gaze, gestures or facial 
expressions. Non-verbal signals can vary in meaning depending on 
context and interpretation, and it is difcult for artifcial systems 
to capture this nuanced variation. Which behavioural channels or 
modalities (such as the facial and body gestures, prosody, etc.) are 
needed and how to handle context-sensitive information are among 
the main design problems for machine analysis of human behaviour 
[1, 25, 33]. 

Finding links between critical moments in interaction based on 
the hallmarks of HHI research and the embodied social signals that 
appear in these instances have the potential to signifcantly advance 
HAI. Identifying repair instances incrementally and in real time to 
collaborate on solving them is an important initial step in moving 
forward. Previous work has found that the speakers hand heights 
are signifcantly higher during disfuencies [37]. The deep disfu-
ency detection tool used to label disfuencies in this study, or their 
state-of-the-art equivalents [26] can not achieve this task from raw 
audio data in real-time although there are promising developments 

in the feld [27]. If an agent or system is designed to integrate the 
signs in real-time human movement as a feature for identifying 
self-initiated self-repairs, this would provide a multilingual and 
practical solution to the main issues presented. 

The open and challenging feld of human daily activity recogni-
tion have explored the features of joint distances to employ human 
skeletal data for action recognition purposes. An important obser-
vation in terms of skeletal information for human motion analysis 
[36] has been that the pairwise relations of the joint positions are 
more discriminative than the 3 dimensional joint positions them-
selves [34]. The probabilistic approaches to achieve human daily 
activity recognition such as [9, 10] have employed various set of 
features based on Euclidean distances of the skeleton joints. The 
joint distances calculated in the same method were also employed 
for human social activity recognition [7] as an important feature. 
In a more recent work, the distance descriptors used in [35] that are 
used as a feature for activity recognition focuses on the distances 
between head and hands. Therefore, we have applied the analysis 
regarding hand heights in [37] to pairwise distances between 3D 
head and hand positions. 

3 METHODOLOGY 
Following the previous work which has shown speakers’ hand 
heights are signifcantly higher during self-repair instances [37], 
we aimed for investigating motion patterns in miscommunication 
windows, using the dataset described in [11] (Fig. 1) that contains 
audio, video and 3D head and hand motion data of 13 dyads in 
natural face-to-face conversation. During their interaction the pairs 
were recorded with motion capture (head and hand 3D positions) 
and cameras while they discuss the design of an apartment for them 
to share, for 15 minutes. The details of this task are outlined in [18]. 

Here, we set out to analyse the relative distances between the 
3D positions of head and hands for speakers and listener in the 
conditions of disfuent instances and other instances in interaction 
in which no disfuencies were detected. The dataset is not manually 
annotated for miscommunication due to the frequency and variety 
of repairs occuring in a natural dialogue for 15 minutes. Therefore, 
in order to identify the disfuency instances, we use the labels and 
the timestamps obtained from the automatic disfuency detection 
tool [17] as in previous work [37]. We construct windows start-
ing from 2 seconds before to 2 seconds after the disfuency start 
timestamps. The mean and variance of distances between head -
right hand, head - left hand and right hand - left hand in speakers 
and listeners (that are a dyad subjected to the detection of the foor 
control algorithm) are plotted within these windows for initial ob-
servations. The disfuency windows are also fltered by removing 
the windows that are less than 2 seconds apart, in order to prevent 
the overlaps between movement windows. This resulted in 2076 
disfuency windows to be analysed. 

The motion data that accompanies fuent (unrepaired) sections 
of speech is collected from the sections that are at least 6 seconds 
after the end time of a previous repair tag and before the next 
repair tag (including a bufer of 1 second) in order to exclude any 
movement that might have been related to a previous repair. The 
fuent sections that do not contain any repair tags were also split 
into 4-second windows, resulting in 3,557 instances to be analysed. 
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(a) Example of gesturing during disfuency (b) Example 2 - diferent session and participant 

Figure 1: Video snapshots of two diferent sessions from the dataset. Participants gesture after disfuencies to convey their 
message. 

Both disfuency and fuent windows of 4 seconds have the sampling 
period of 10 ms., so 400 corresponding motion readings for each 
window. Each window is also labelled either as a speaker or a 
listener window determined on by the output of the foor control 
detection algorithm detailed in [37]. 

3.1 Preliminary Observations for Pairwise 
Distances between Head and Hand 
Movement Patterns during Fluent and 
Disfuent Moments in Conversation 

The mean and variance of distances between head and hands over 
time in disfuency windows for speakers and listeners are presented 
in Fig. 2. For speakers, the mean for the distance of head and both 
right hand and left hand starts decreasing just before a repair and 
continues until 0.5 seconds after the repair. However, the distance 
between the hands for speakers increase within the same time ref-
erence from the disfuency moment. The same features for listeners 
appear to be stationary in these windows. 

Fluent windows that are made of the instances that do not con-
tain any disfuency labels (as per [17] as in the case of [37]) were 
also investigated for all the distance features. The mean and vari-
ance for head and hand distances in fuent windows are presented 
in Fig. 3 to be compared with fuent sections. It is important to note 
that in these instances there is no starting point since we do not 
have a labelled event. They are 4 second sections in the interaction 
that we do not observe a disfuency (as explained in Sec. 3). The 
comparison of the distance features during disfuent and fuent 
windows suggest a similar pattern to the one that was found in the 
study regarding hand heights [37]. 

To determine the signifcance of the observed discrepancies in 
the motion data in the disfuency condition, we performed mixed 
linear regressions for speakers’ distance feature windows of 0.5 
seconds right after disfuency (��� � ������ = 1) and fuent windows 
of 0.5 seconds (��� � ������ = 0). For this analysis, all windows have 
been kept (2076 disfuency, 3557 fuent). 

(a) Distance between Head and Left Hand in Disfuent Windows 

(b) Distance between Head and Right Hand in Disfuent Windows 

(c) Distance between Right and Left Hand in Disfuent Windows 

Figure 2: Mean (line) and Variance (shades) of Distance be-
tween Features for Disfuency Windows. The blue and red 
lines are for a dyad of speaker-listener (based on the foor-
control detection algorithm at the middle of the window). 

4 RESULTS 
We have performed a mixed model regression analysis that models 
the distance of head and right hand based as a function of two fxed 
factors, i.e. the presence (Disfuency1) or absence of a disfuency and 
time ofset, where the participant number of the motion readings 
was considered as a random factor. Table 1 shows the distances be-
tween head and left hand are signifcantly lower during disfuencies 
in comparison to the distances in fuent windows, as it can be seen 
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(a) Distance between Head and Left Hand in Fluent Windows 

(b) Distance between Head and Right Hand in Fluent Windows 

(c) Distance between Right and Left Hand in Fluent Windows 

Figure 3: Mean (line) and Variance (shades) of Distance be-
tween Features for Fluent Windows. 

from the estimate values. The overall mean of the distance between 
head and left hand (denoted by intercept) (0.6101), is 0.0112 lower 
in the case of disfuencies. The decrease in time in this distance 
feature between 0-0.5 seconds is proven by Disfuency1:Time Ofset 
variable being -0.0113 meaning the slope of distance/timeofset is 
lower when the disfuencies are present. The same analysis for 
the distance between head and left hand bears similar results; the 
mean of distance 0.6323 is 0.0055 lower during disfuencies, again 
suggesting that hands move closer to the head. The decrease in this 
distance between 0-0.5 seconds is 0.0052. For the distance between 
right hand and left hand, the increase suggesting the hands moving 

apart from each other is again signifcant. The mean distance o 
0.2129 is 0.0090 higher in the case of disfuencies and the increase 
in this distance over time is 0.0216. 

5 DISCUSSION 
Video recordings of participants during disfuency instances re-
vealed that they employ gestures when they can not fnd specifc 
words for a certain type of furniture they desire in the apartment. 
In these cases they try to illustrate the object with their hands while 
describing. These instances mostly start with a disfuency when 
failing to fnd the word and continue with large gestures that cor-
relate with the fndings of larger distance between two hands and 
smaller distance between head and hands. For example, the partici-
pant in Fig. 1.a experiences difculty to describe a sofa and after a 
disfuency draws an L-shape while verbally making the connection: 
"Ugh- can we get- uhh you know- those sofas that are L-shaped". 
The participant in Fig. 1.b similarly has difculty to fnd a name 
for window seats: "It’s one of those like window benches -uhh -the 
seat -the uhh". Again, large gestures with the hands to convey this 
message is observed. In such cases, ECAs could play an important 
role to cooperatively solve troubles of speaking either by displaying 
confusion until they are resolved or by asking questions such as "Do 
you mean a window seat?". This could be achieved by integrating 
simple computational models in state-of-the-art dialogue systems. 

Even though the results are promising, the factor of constantly 
holding handheld controllers might have afected the gesture use 
of participants. We still observe plenty of gesture use, however, it 
is necessary to analyse the same features while participants are not 
holding anything that obstruct the hands. In future work, we will 
employ the same task without such devices and detect motion from 
video recordings using computer vision methods. 

We underline the importance of utilising non-verbal signals of 
self-repair in ECAs, not only because that listening attentively or 
asking questions can correlate to perceived friendliness or intelli-
gence of an agent [20] and improves rapport [12] but also, and more 
importantly, joint co-construction in which speaking and listening 
is at the core (over thinking and prediction) [21] results in richer 
and more robust interactions. 

Table 1: Dependent Variable: Distance between Head and Right Hand with Fixed Efects (Disfuency), (Time Ofset), random 
efects (Participants) 

Variable Estimate SE t p 

(Intercept) 0.6101 0.0152 40.0292 < 2e-16 *** 

Disfuency1 -0.0112 0.0008 -13.3132 < 2e-16 *** 

Time Ofset 0.0010 0.0021 0.4894 0.6270 

Disfuency1:Time Ofset -0.0113 0.0029 -3.9042 9.46e-05 *** 
*** � < 0.01, ** � < 0.05, * � < 0.1 Signifcance codes. 
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Table 2: Dependent Variable: Distance between Head and Left Hand with Fixed Efects (Disfuency), (Time Ofset), random 
efects (Participants) 

Variable Estimate SE t p 

(Intercept) 0.6323 0.0155 40.7758 < 2e-16 *** 

Disfuency1 -0.0055 0.0007 -7.9054 2.69e-15 *** 

Time Ofset -0.0010 0.0020 -0.5069 0.6946 

Disfuency1:Time Ofset -0.0052 0.0024 -2.1398 0.0324 * 
*** � < 0.01, ** � < 0.05, * � < 0.1 Signifcance codes. 

Table 3: Dependent Variable: Distance between Left and Right Hand with Fixed Efects (Disfuency), (Time Ofset), random 
efects (Participants) 

Variable Estimate SE t p 

(Intercept) 0.2129 0.0105 20.1938 < 2e-16 *** 

Disfuency1 0.0090 0.0009 10.3924 < 2e-16 *** 

Time Ofset -0.0006 0.0025 -0.2599 0.7963 

Disfuency1:Time Ofset 0.0216 0.0030 7.2340 4.72e-13 *** 
*** � < 0.01, ** � < 0.05, 

6 CONCLUSION 
In order to achieve intuitive and efcient HAI, the key fndings and 
concepts from natural HHI research should inform social artifcial 
agent applications [1, 21, 22]. The statement comes with the chal-
lenge of capturing the complex interplay of non-verbal multimodal 
signals humans display at the key moments of the interaction. A 
grounding-based system is considered to be feasible only if it can 
handle negative feedback [2]. Negative feedback is cued by non-
verbal signals such as gestures [19, 37] and can be used to not only 
improve computational models for detecting self-repairs [26], but 
also to model the agent’s contribution to the repair in a collabo-
rative manner. Our results show that the pairwise distances in 3D 
positions of head and hands in speakers are signifcantly difer-
ent during disfuencies, suggesting active gesturing and the use 
of larger gestures. The distances in head and hands could be used 
by ECAs as a detection method and improvement towards their 
contribution. 
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