Abstract

In this paper, we propose a maximum-margin framework for classification using Non-negative Matrix Factorization. In contrast to previous approaches where the classification and matrix factorization stages are separated, we incorporate the maximum margin constraints within the NMF formulation, i.e., we solve for a base matrix that maximizes the margin of the classifier in the low dimensional feature space. This results in a non-convex constrained optimization problem with respect to the bases, the projection coefficients and the separating hyperplane, which we propose to solve in an iterative way, solving at each iteration a set of convex sub-problems with respect to subsets of the unknown variables. The resulting basis matrix is used to extract features that maximize the margin of the resulting classifier. The performance of the proposed algorithm is evaluated on several publicly available datasets where it is shown to consistently outperform Discriminative NMF and SVM classifiers that use features extracted by semi-NMF.

1 Introduction

The Non-Negative Matrix Factorization (NMF) algorithm is one of the most popular Machine Learning techniques, being widely used for many computer vision applications. NMF aims at decomposing the data matrix into a product of a non-negative basis matrix with a non-negative coefficients matrix. NMF has been extensively used in many areas due to the fact that it achieves an approximation of the original data using a smaller number of dimensions. More precisely, it has been thoroughly used in Computer Vision applications such as pose estimation [1], action recognition [11, 14], object recognition [9], subspace learning [2] and clustering [5] and in facial analysis including detection [17], recognition [8], verification [6, 15] and expression recognition [4].

NMF was initially introduced in [7] and [10], where the minimization of a reconstruction error, defined as the discrepancy between the approximation obtained using the decomposition matrices and the input data was used as the criterion to acquire the basis and coefficients matrices. An extension of the NMF algorithm, the so-called Semi-NMF, in which the non-negativity constraints were relaxed, was proposed in [5] and applied for clustering. The relaxation of the non-negativity constraints leads to the derivation of a basis matrix containing cluster centers and to non-negative coefficients that can be regarded as cluster indicators.
Regarding the discriminative power of the features extracted using NMF, only a few approaches have been proposed. More precisely, in [17] the authors introduced discriminative constraints in order to extract bases that correspond to discriminative facial regions for the problem of face recognition. The proposed Discriminant NMF (DNMF) [17] resulted in bases corresponding to salient facial features, such as eyes, mouth etc. In [6] projected gradients were used in DNMF (PGDNMF) for facial expression and face recognition.

In the proposed approach we choose the projections in such a way that the discriminative ability of an SVM classifier is maximized, therefore ensuring a higher classification performance. More specifically, we introduce soft max-margin constraints to the objective function of NMF to obtain a basis matrix that maximizes the classification margin using the features that are extracted using those bases. In the proposed scheme we optimize a weighted combination of the reconstruction error term that is used in typical NMF formulations and the cost that is used in typical SVM formulations, under SVM-type linear inequality constraints. The optimization is performed with respect to the unknown bases, the projection coefficients and the parameters of the separating hyperplane and is solved in an iterative manner, where at each iteration we solve only for one of them while keeping the others fixed. The resulting sub-optimization problems are either instances of Quadratic Programming with linear inequality constraints or classical SVM-type problems. The proposed method is applied at publicly available databases (the Mediamill dataset, the KTH action) where we demonstrate that it consistently outperforms SVM classification schemes that use features that are extracted using Semi-NMF [5] or DNMF [17].

Summarizing, the main contributions of the paper are

- We introduce a Max-margin framework for semi Non-Negative Matrix Factorization (MNMF).
- We propose an optimization scheme that solves for a max-margin classifier simultaneously with the decomposition matrices and bases.

The rest of the paper is organized as follows. In Section 2, we briefly describe the NMF and Semi-NMF schemes. In Section 3, we formulate the proposed Max-margin framework for semi-NMF and describe an algorithm to solve it. We demonstrate the performance of the proposed algorithm in Section 4 and draw conclusions in Section 5.

2 Semi Non-negative Matrix Factorization

In this section, we present a brief overview of the semi-NMF algorithm for matrix decomposition. Let $X \in \mathbb{R}^{m \times n}$ represent a non-negative matrix having $n$ examples in its columns. The NMF algorithm [7] decomposes $X$ into two non-negative matrices, the basis matrix $G \in \mathbb{R}^{m \times k}$ and the coefficients matrix $H \in \mathbb{R}^{k \times n}$ such that $X \approx GH$. $k$ is typically chosen to be small ($< \min(m,n)$) in order to accomplish dimensionality reduction. The columns of $G$ can be regarded as the basis vectors and thus each example can be represented as the linear combination of those basis vectors as $x_i = G h_i$. Here $x_i$ and $h_i$ are the $i^{th}$ columns of $X$ and $H$, respectively.

Ding et al. [5] introduced Semi-NMF that relaxes the non-negativity constraints on $G$ and hence on the data matrix $X$. Their motivation was based on the case of clustering with $G$ representing the cluster centers and $H$ denoting the cluster indicators. The matrices are
determined by minimizing the reconstruction error \( \| X - GH \|_F^2 \) or the Kullback-Leibler divergence \( D(X \| GH) \) w.r.t. \( G \) and \( H \)

\[
\begin{align*}
\argmin_{H \geq 0} \| X - GH \|_F^2 & \quad \text{or} \quad \argmin_{H \geq 0} D(X \| GH) \\
\end{align*}
\]

where \( \| . \|_F \) corresponds to the Frobenious norm. From now onwards we will use the notation \( H \geq 0 \) to specify that the elements of the matrix \( H \) are non-negative. The above minimization problems are iteratively solved with respect to \( G \) and \( H \) using a set of update rules [5]:

**Step 1:** Update \( G \) by keeping \( H \) fixed

\[
G = XH^T(HH^T)^{-1}
\]

**Step 2:** Update \( H \) by keeping \( G \) fixed at the value computed in the above step,

\[
H = H \odot \sqrt{\left[ G^T X \right]^+ + \left[ G^T G \right]^+ H + \left[ G^T X \right]^+ H + \left[ G^T X \right]^+ H + \left[ G^T X \right]^+ H}
\]

where \( M^+ \) and \( M^- \) correspond to a positive and a negative part of the matrix \( M \), respectively, given by

\[
M_{ik}^+ = \frac{1}{2} (|M_{ik}| + M_{ik}), \quad M_{ik}^- = \frac{1}{2} (|M_{ik}| - M_{ik}).
\]

## 3 Max-Margin Semi-NMF

The NMF algorithm described in [8] minimizes either of the cost functions defined in Eq. 1 imposing at the same time non-negativity constraints on \( G \) and \( H \). Several variants of NMF with discriminant constraints were proposed in [9, 6, 17]. The variations were obtained by introducing application specific discriminant constraints to the cost function. Inspired by this, we aim at finding a set of basis vectors that maximizes the margin of an SVM classifier. We illustrate this with the example as shown in Fig. 1.

### 3.1 Cost Function

Let \( \{ x_i, y_i \}_{i=1}^L \) denote a set of data vectors and their corresponding labels, where \( x_i \in \mathbb{R}^m \) and \( y_i \in \{-1, 1\} \). The objective is to determine a set of basis vectors that can be used to extract features that are optimal under a max-margin classification criterion. This is accomplished by imposing constraints on the feature vectors derived from \( G \). Let us assume that the projection vector for a data example \( x_i \) is given by \( \hat{x}_i = G^\dagger x_i \) where \( G^\dagger \) corresponds to the pseudo-inverse of \( G \) and is defined as \( G^\dagger = (G^T G)^{-1} G^T \). In practice, \( G^\dagger \) may suffer from numerical stability problems and is hard to work with since its calculation requires a matrix inversion. In order to overcome this, we use \( G^T x \) as the features for the classifier [8, 9]. Then, the optimization problem for the proposed criterion is given by

\[
\begin{align*}
\argmin_{G,H,w,b,\xi} & \lambda \| X - GH \|_F^2 + \frac{1}{2} w^T w + C \sum_{i=1}^L \xi_i \\
\text{s.t.} \quad & y_i (w^T G^T x_i + b) \geq 1 - \xi_i \\
& \xi_i > 0, \quad 1 \leq i \leq L, \quad H \geq 0
\end{align*}
\]
where \( X = [x_1, x_2, \ldots, x_L] \), \( \lambda \) and \( C \) are positive constants and \( \lambda \) is the weight factor for the NMF reconstruction error. The first term in the above optimization problem corresponds to the NMF reconstruction error while the remaining terms correspond to the maximum margin classifier. The above formulation aims at maximizing the margin of the support vectors while at the same time minimizing the reconstruction and misclassification error. We iteratively solve for one of the terms \( G, H \) and \( w, b, \xi_i \) by keeping the remaining parameters fixed as described below. Once the training is complete, the classifier can be applied on the projected data points \( G^T x \in \mathbb{R}^k \) where typically \( k \ll m \).

The steps followed in the proposed max-margin Semi-NMF framework are summarized in Algorithm 1. \( G_{\text{init}} \) and \( H_{\text{init}} \) are random initializations.

**Algorithm 1: Algorithm for MNMF**

**input:** \( X, G_{\text{init}}, H_{\text{init}}, \text{MAXITER}, \lambda, C \)

**output:** \( G, H, w, b \)

**begin**

\[ G = G_{\text{init}}; \]

\[ H = H_{\text{init}}; \]

**repeat**

\[ S1 : \text{Solve for } \alpha \text{ in Eq. 9} \]

\[ S2 : \text{Compute } G \text{ using Eq. 7} \]

\[ S3 : \text{Find the classifier parameters, } w, b \text{ for the updated } G \]

\[ S4 : \text{foreach column of } H \text{ do} \]

\[ \text{Calculate } \gamma \text{ using Eq. 17} \]

\[ \text{Compute } h \text{ using Eq. 16} \]

**end**

**until** \( \text{iter} \leq \text{MAXITER} \text{ or convergence} \);

**end**

**Step S1, S2 : Solve for G by keeping H, w and b fixed:** Since \( w \) is fixed, the optimization problem in Eq. 4 is simplified as

\[
\begin{align*}
\argmin_{G, \xi_i} \quad &\lambda \|X - GH\|_F^2 + C \sum_{i=1}^{L} \xi_i \\
\text{s.t.} \quad &y_i(w^T G^T x_i + b) \geq 1 - \xi_i \\
&\xi_i > 0, \quad 1 \leq i \leq L
\end{align*}
\]

The above formulation is a weighted combination of the reconstruction error (1st term) and soft constraints/penalizations for the examples that do not maintain the appropriate distance (margin) from the separating hyperplane (2nd term). Hence we want to find a set of bases \( G \) that simultaneously reduce the reconstruction error and the misclassification. Note, that we arrived at a cost function that is quadratic or linear with respect to the unknowns and at linear inequality constraints. We proceed to solve the above problem in its dual formulation.
The Lagrangian of Eq. 5 is given by

\[
L(G, \xi, \alpha, \beta) = \lambda \text{Tr}\left((X - GH)(X - GH)^T\right) + C \sum_{i=1}^{L} \xi_i - \sum_{i=1}^{L} \alpha_i \left[y_i(w^T G^T x_i + b) - 1 + \xi_i\right] - \sum_{i=1}^{L} \beta_i \xi_i
\]  

(6)

where \( \alpha_i, \beta_i \) are the Lagrangian multipliers. Taking the derivative w.r.t. to the primal variables and equating to 0, we have

\[
\frac{\partial L}{\partial G} = -2XH^T + 2GHH^T - \sum_{i=1}^{L} \alpha_i y_i x_i w^T = 0
\]

\[
\Rightarrow G = \left(2XH^T + \sum_{i=1}^{L} \alpha_i y_i x_i w^T\right)(2HH^T)^{-1}
\]  

(7)

\[
\frac{\partial L}{\partial \xi} = 0 \Rightarrow 0 \leq \alpha_i \leq \theta, \quad 1 \leq i \leq L
\]  

(8)

where \( \theta = C/\lambda \). Substituting the value of \( G \) in Eq. 6 we get the dual problem

\[
\argmax_{\alpha} \alpha^T (T_1 - T_2) \alpha + (t_3 - t_4 - t_5 - t_6 + t_7) \alpha
\]

s.t. \( 0 \leq \alpha_i \leq \theta \)  

(9)

where

\( \alpha \in \mathbb{R}^L, \ T_1, T_2 \in \mathbb{R}^{L \times L}, \ t_3, t_4, t_5, t_6, t_7 \in \mathbb{R}^{1 \times L}, \)

\[
T_1 = \left[\sum_{k=1}^{L} y_i y_j h_k^T B M_i^T M_j B h_k\right]_{ij}
\]

\[
T_2 = \left[y_1 y_2 w^T B M_j^T x_i\right]_{ij}
\]

\[
t_3 = \left[4 \sum_{k=1}^{L} y_i h_k^T B H X^T M_i B h_k\right]_{1i}
\]

\[
t_4 = \left[2 \sum_{k=1}^{L} y_i h_k^T B w x_i^T x_k\right]_{1i}
\]

\[
t_5 = \left[2 y_i w^T B H X^T x_i\right]_{1i}, \quad t_6 = b[y_i]_{1i}
\]

\[
t_7 = [111 \ldots 1]_{1 \times L}, \quad B = (2HH^T)^{-1}, \quad M_i = x_i w^T,
\]  

(10)

and \( h_k \) is the \( k^{th} \) column of the matrix \( H \).

The above problem is quadratic in \( \alpha \). Therefore the conventional quadratic programming tools [16] can be used to solve for \( \alpha \). The \( \alpha_i \) obtained is then used to compute \( G \) using Eq. 7.

The constant term \( \theta = \frac{C}{\lambda} \) in Eq. 9 is used as a tuning parameter. Large values of \( \lambda \) (compared to \( C \)), result in low values of \( \theta \) which in turn reduces \( \alpha_i \). In the extreme, \( \alpha_i \) tends to zero and
causes the second term in Eq. 7 to vanish making the update rule of $G$ to be the one used in semi-NMF, as given in Eq. 2. Hence for large values of $\lambda$, the update rule for $G$ tends to approach the update rule of semi-NMF, something that is also evident in Eq. 5.

**Step S3: Solve for $w, b, \xi$ by keeping $G$ and $H$ fixed:** In Eq. 7, we computed the updated basis $G$ using quadratic programming. We now keep the basis $G$ and weight matrix $H$ fixed and determine a hyperplane that maximizes the margin of the classifier. The features $G^T x$ are obtained by projecting the data points $x$ onto the updated basis matrix $G$. Since $G$ and $H$ are fixed, the optimization problem in Eq. 4 is simplified to that of a classical SVM:

$$\begin{align*}
\argmin_{w, b, \xi} & \quad \frac{1}{2} w^T w + C \sum_{i=1}^{L} \xi_i \\
\text{s.t.} & \quad y_i (w^T G^T x_i + b) \geq 1 - \xi_i \\
& \quad \xi_i > 0, \quad 1 \leq i \leq L.
\end{align*}$$

(11)

The above optimization problem intends to maximize the margin of the classifier while reducing the misclassification error. The hyperplane parameters $w$ and $b$ are obtained using an off-the-shelf SVM classifier [3].

**Step S4: Solve for $H$ by keeping $G$, $w$, and $b$ fixed:** We now solve for the matrix $H$ by keeping all the remaining variables fixed. Since only the reconstruction error term of the optimization problem (Eq. 4) depends on $H$, the optimization problem is simplified as

$$\begin{align*}
\argmin_H & \quad \|X - GH\|^2_F, \\
\text{s.t.} & \quad H \geq 0
\end{align*}$$

(12)

In order to find an $H$ that is consistent we solve for $H$ using quadratic programming. The $i^{th}$ column of $H$, $h_i$, contributes only to the $i^{th}$ data point $x_i$ and hence the columns of $H$ can be solved independently of each other. The above optimization problem can be solved using the update equation Eq. 3. Here we adopt an alternative optimization method. In particular, the objective function in Eq. 12 can be rewritten as

$$\begin{align*}
\sum_{i=1}^{L} \|X_i - Gh_i\|^2_F = \sum_{i=1}^{L} (X_i - Gh_i)^T (X_i - Gh_i)
\end{align*}$$

(13)

where with $h_i$ we denote the $i^{th}$ column of the matrix $H$. Eq. 13 means that we can solve for each $h_i$ independently of the rest of $H$. That is we solve for

$$\begin{align*}
\argmin_{h_i} & \quad (x_i - Gh_i)^T (x_i - Gh_i), \\
\text{s.t.} & \quad h_i \geq 0
\end{align*}$$

(14)

We solve the above constrained optimization problem in its dual form. The Lagrangian of the above cost function is

$$L(h_i) = (x_i - Gh_i)^T (x_i - Gh_i) - \gamma^T h_i, \quad \gamma > 0$$

(15)

where $\gamma \in \mathbb{R}^k$ is a vector of positive Lagrangian multipliers. Differentiating the above equation w.r.t. $h_i$ and equating to zero, we get

$$h_i = (2G^T G)^{-1} (2G^T x_i + \gamma).$$

(16)
The dual formulation for Eq. 15 is given by

$$\arg\max_{\gamma > 0} \frac{1}{2} \gamma^T B \gamma + 2 \gamma^T B G^T x_i$$

(17)

where $B = (2G^T G)^{-1}$

The above problem is quadratic in $\gamma$. We use a Quadratic Programming solver to solve Eq. 17. The weight vector $h_i$ is obtained by substituting the computed value of $\gamma$ in Eq. 16. This procedure is repeated for all columns of $H$.

During testing, the input test vector $x_{test}$ is projected onto the basis matrix $G$ to obtain the feature vector, $f_{test} = G^T x_{test}$. The feature vector is used by the max-margin classifier which predicts the class $\hat{y}_{test} = \text{sign}(w^T f_{test} + b)$ where $w, b, G$ are computed during training.

Figure 1: The projections and the SVM separating hyperplane using (a) PCA (b) Semi-NMF bases. (c) MNMF bases (1st iteration) and (d) MNMF bases (6th iteration) respectively.

4 Experimental Results

In this section we demonstrate the performance of the proposed framework using both artificial and real, publicly available datasets. More specifically, apart from an artificial toy dataset we use a few object categories from the Mediamill dataset [13] and KTH actions dataset [12]. To allow comparisons with previously reported methods, we use the DNMF
algorithm \cite{17} and also train an SVM classifier on the features that are extracted using Semi-NMF \cite{5}. We show that the classification performance of the proposed scheme that jointly learns the classifier and performs matrix factorization is consistently higher, especially when only few dimensions are retained.

Figure 2: Comparison of the performance of the proposed algorithm with DNMF \cite{17}, Semi-NMF \cite{5} + SVM on different categories of Mediamill dataset. The graph shows accuracies computed at different number of bases $k$.

In order to give an insight to the workings of the proposed algorithm, we first apply it on a toy dataset consisting of two classes each of which contains 100 points that are sampled from two 50-dimensional Gaussian distributions. In order to better visualize our results, we restrict the number of bases taken under consideration to be equal to two ($k=2$). The basis matrix $G$ and the weight matrix $H$ are computed using the Semi-NMF algorithm and the input data points are projected onto the lower dimensional subspace using the acquired $G$. In Fig. 1(a) we show the projections of the points after applying a common dimensionality reduction technique, Principal Component Analysis (PCA). Fig. 1(b) depicts the projections of the input data points using the bases extracted using Semi-NMF. Fig. 1(c) and Fig. 1(d) show the projections of the proposed MNMF algorithm after the first and the sixth iterations, respectively. When PCA, Semi-NMF (at convergence, i.e. after 2000 iterations) and the proposed MNMF algorithm (at convergence, i.e. after only 6 iterations) were applied the accuracies obtained were equal to 96.5%, 97% and 100%, respectively. It is clear that in the case of the proposed MNMF, the projections are such that the different classes become separable. This verifies the fact that the proposed algorithm updates the bases in such a way that the margin of the classifier in the projected space is maximized.
We next tested our algorithm on the object categories from the Mediamill [13] dataset. The dataset consists of 43907 sub-shots with 101 classes. We randomly chose two object categories from the available 101 object categories and perform a binary classification task on the chosen object categories. Fig. 2 shows the results obtained for four different experiments. Each image is represented using a 120-dimensional feature vector. We chose two classes at a time and used the available feature vectors of those classes as the training samples to build the classifier model. For training, we randomly chose 200 images from each class and used the remaining images for testing. This procedure was repeated several times and we averaged the results.

We compared the performance of our algorithm with Semi-NMF [5] + SVM (i.e an SVM classifier trained on the projections acquired using Semi-NMF [5]), and DNMF [17] for the Mediamill dataset and reported the classification performance. The classification accuracy for different number of bases, that is for various values of $k$, is summarized in Fig. 2. For each $k$ we repeat the experiments with different training sets sampled from the main dataset and report the average accuracy over all the runs. For simplicity, for each value of $k$, we used the value of $C=100$ that provided the best results for the Semi-NMF + SVM algorithm. It evident from the Fig. 2 that the proposed method outperforms all other methods in terms of the classification accuracy for all values of $k$. In particular, we notice that the proposed method significantly outperforms other methods when the number of basis vectors is small.

Subsequently, we test the proposed algorithm on the KTH action dataset consisting of 25 subjects in four scenarios performing actions under various scale and illumination scenarios. For the experiments we ignored the temporal information and considered only the spatial one. A period containing 4 naively chosen frames was extracted for every image sequence of every action. In order to handle possible illumination changes we used as features the Histogram of Oriented Gradients (HOGs). We restrict the number of bases $k$ to 135 for this experiment. We employ an all-versus-all strategy for multi class classification, i.e. a binary classifier is built for each pair of classes. During testing, the class that receives maximum number of votes wins. The leave-one-person-out cross validation approach is used to test the performance of the algorithm.

The confusion matrix for the proposed algorithm on the KTH action dataset is shown
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<th></th>
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<th></th>
<th></th>
</tr>
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<td>90.17%</td>
</tr>
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</table>
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The confusion matrix for the proposed algorithm on the KTH action dataset is shown
in Table 1. Table 2 summarizes the comparison of our algorithm with SVM, Semi-NMF [5] followed by SVMs and [11]. From Table 2, it is evident that the proposed algorithm outperforms the other methods in terms of classification accuracy.

5 Conclusions

In this paper we proposed a max-margin framework for Semi-NMF that introduces max-margin constraints within the Semi-NMF formulation. We simultaneously solve for the max-margin classifier and the decomposition matrices which leads to a basis matrix that maximizes the margin of the classifier in the feature space. We demonstrated the performance of the algorithm on publicly available datasets, where it was shown that the proposed algorithm consistently outperforms the Semi-NMF + SVM and DNMF algorithms in terms of classification accuracy.
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