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Abstract

We present a trainable method for detecting objects

in images from positive examples, based on hypothe-

sis testing. During training a large number of image

features is computed and the empirical probability dis-

tribution of each measurement is estimated from the

available examples. Through a two–step feature selec-

tion method we obtain a subset of N discriminative and

pairwise independent features. At run time, a hypoth-

esis test is performed for each feature at a fixed level

of significance. The null hypothesis is, in each case,

the presence of the object. An object is detected if at

least M of the N tests are passed. The overall signifi-

cance level depends on M as well as on the level of the

single tests. We report experiments on face detection,

using the CBCL-MIT database for training and valida-

tion, and images randomly downloaded from the Web

for testing. The image measurements we use for these

experiments include grey level values, integral measure-

ments, and ranklets. Comparisons with whole face de-

tectors indicate that the method is able to generalize

from positive examples only and reaches state-of-the-

art recognition rates.

1 Introduction

In this paper we study a methodology for detecting
objects in images which is heavily based on hypoth-
esis testing mechanisms. Hypothesis tests appear to
be well suited for dealing with detection problems. In
particular they allow for a simple way to estimate and
control the percentage of false negatives by appropriate
tuning of the confidence level. The method we propose
makes use of a classical tool (the hypothesis test) in
a new context. We consider a setting in which there
are enough positive examples to allow for reasonable

estimates of 1-dimensional marginal probability distri-
butions but no information is available on the negative
examples. The power of the test against the omnibus

alternative is boosted through the use of multiple tests
on features selected by a nonparametric independence
test. In the training stage a very large number of image
measurements is collected, and the empirical probabil-
ity distribution of each measurement is constructed us-
ing the available positive examples. A criterion derived
from maximum likelihood is used to identify the most
discriminative features. A rank test is then performed
to further select a maximal subset of pairwise indepen-
dent features of size N. At run time, a hypothesis test
is performed for each feature. The null hypothesis is,
in each case, the presence of the object. An object is
detected if at least M of the N tests are passed. The
choice of M is derived directly after choosing the overall

confidence level required.

The learning process we present is efficient in the
sense that increasing the number of training samples
leads to better estimates of the underlying probability
densities without increasing the computational cost at
runtime. Our work is rooted in classic nonparamet-
ric statistical approaches (see [6] for a quite complete
overview of this subject), perhaps less popular within
the computer vision community than Bayesian and/or
statistical learning techniques, but which appear to be
well suited for dealing with detection problems.

Many general feature selection methods have been
proposed (see [20, 1] and references therein). Our fea-
ture selection can be compared with the one proposed
by Viola and Jones [19] in the sense that we both
start from a large set of features and we aim at ob-
taining a relatively small number of highly descriptive
ones. Their feature selection scheme is derived from
Adaboost and uses both positive and negative exam-
ples to obtain a subset of representative features. In
a similar application context Papageogriou et al. [11]



apply a feature selection method based on the analysis
of the variance of features to discriminate highly de-
scriptive regions from uniform regions. Neither of them
exploit independence constraints to select features.

The state of the art from the application view-
point is rich, as a variety of works on face detec-
tion have been proposed in the past (see, for instance,
[7, 21, 13, 12, 15, 19] or the surveys [3, 5, 22]). In
the field of face detection methods from single image
based on examples many approaches have been pro-
posed, ranging from Eigenfaces [18] to Neural Networks
[13, 14], SVM classifiers trained on whole faces [10, 11]
and on face components [4, 9], systems based on Ad-
aboost [19, 8], and Naive Bayes Classifiers [15].

Notice that the application of our method to face de-
tection can be considered as a case study of a more gen-
eral approach, since our methodology is entirely data
driven and does not rely on specific properties of face
images. In principle, the porting to a different appli-
cation is subject only to the availability of a suitable
training set.

The paper is organized as follows. In Section 2
we describe the hypothesis tests on which our sys-
tem is based. Section 3 summarizes our feature selec-
tion method, while Section 4 describes object detection
based on the multiple hypothesis tests. Section 5 spe-
cializes our approach to the case of face detection, and
presents experimental results and comparative analy-
sis on this application domain. Conclusions are left to
Section 6.

2 Statistical background

2.1 Hypothesis testing with one observation

Traditional hypothesis tests rely on the basic as-
sumption of knowing the probability distribution of the
observable under the null hypothesis and a model for
the alternative against which the test is run. Possibly
the most common choice for an alternative is the shift
model, effectively leading to one- or two-sided tests
such as, for example, the Student’s one-sample t-test.

Here we estimate the null distribution p(x) as the
histogram of our measurements from the positive train-
ing data. From this, we define the probability density
function f(t) as

∫ t

0

f(z)dz =

∫ +∞

−∞

p(x)U0(t − p(x))dx (1)

where U0(·) is the unit step function. For a fixed t ≥ 0,
the integral on the l.h.s. is equal to the probability of
the event

Dt = p−1([0, t]) (2)

(see the dashed area in Fig. 1). We then perform a
one-sided test on f(t) rejecting the null hypothesis for
values of t lower than a critical value tα. As usual, the
significance level of the test is given by

α =

∫ tα

0

f(t)dt.

Effectively, this test implements the maximum likeli-
hood principle by rejecting the null hypothesis if the
observable x falls in a region of small probability (see
Fig. 1). Note that by Eqs. 1 and 2 the tail of f may
account for disjoint intervals of p(x) on the x-axis (see
again Fig. 1).

p(x)

x

tα

Figure 1. The dashed areas of the distribution p(x)
contribute to the “tail” (or the reject region) t ≤ tα

of the distribution f defined by Eq. 1.

2.2 Spearman’s independence rank test

An effective way to estimate independence between
two observables (in our case, image measurements)
that may have different measurement units is provided
by rank independence tests. We consider the indepen-
dence test based on Spearman’s statistics [6] which we
now briefly illustrate through a simple example.

Assume we are given n realizations of two random
variables, R and S. Setting n = 4, for example, we
could have (r1, r2, r3, r4) for R and (s1, s2, s3, s4) for S
respectively. The Spearman’s statistic is built through
the following two steps. First, both series are replaced
by their ranks computed independently. If r1 < r4 <
r2 < r3 and s3 < s1 < s2 < s4, for example, this gives
the series (1, 3, 4, 2) and (2, 3, 1, 4) for the ranks of R
and S respectively.

The Spearman’s statistics D is given by

D =
n∑

i=1

(rank(ri) − rank(si))
2

which, in our particular example, reads

D = (1 − 2)2 + (3 − 3)2 + (4 − 1)2 + (2 − 4)2 = 14.
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Under the assumption that for independent variables
all series are equally likely – with probability equal to
1/n!, one can compute beforehand the probability of
D being no greater than any fixed value. Taking ties
in due accounts with midranks and using tables or, for
large n, the Normal approximation, one runs a test
against the independence hypothesis with significance
α by checking whether D is greater or smaller than
some dα.

3 Feature selection

We assume we are given a training set of positive
examples only (images of the object of interest) and
a large set of image measurements that can be ap-
plied to the training set. Examples of possible mea-
surements are gray level values, integral measurements,
and wavelet coefficients. In this section we describe a
selection procedure that produces a small set of salient
and independent features for the problem at hand. We
first deal with the problem of selecting features based
on their saliency.

Selection of salient features

After estimating the probability distribution of each
image measurement from the training set, we select a
subset of the computed features according a notion of
saliency defined as follows. Considering the type of hy-
pothesis test based on the probability density f of Eq.
1, a quite natural definition of saliency can be given in
terms of tα. For a fixed significance level α, the image
measurement with the cumulative distribution leading
to the highest tα is assigned the maximum saliency.
This criterion can be implemented by ranking the fea-
tures of a given family by tα and selecting all features
for which tα > τ1.

Selection of independent features

This second step aims at selecting a subset of inde-
pendent features out of the salient features identified
in the first step. The reason for this is to reduce the
number of features without compromising the power
of the final test. This should ensure a faster rejec-
tion of the null hypothesis (the object is in the image)
after a smaller number of tests. The selection is per-
formed by first running the Spearman’s independence
test on all pairs of features of the same category. For
each feature category Spearman’s test is used to build
a graph with as many nodes as there are features in the
category. Given a threshold 0 < τ2 < 1, an edge be-
tween two nodes is created if the corresponding features

don’t reject the independence hypothesis with a level
of significance lower than τ2. Finally, maximally com-
plete subgraphs — or cliques — are searched in each
graph. For each graph, the clique nodes correspond to
features pairwise independent with confidence greater
than 1 − τ2.

4 Testing against the object presence

in the image

The detection step tests the hypothesis of the pres-
ence of the object of interest in the image. At run
time, a hypothesis test is performed for each feature.
The null hypothesis is, in each case, the presence of the
object.

In this step the idea is to gather evidence for re-
jecting the null hypothesis – that is, that the image is
the object of interest – by one test for each of the N
selected, independent features. An object is detected
if at least M of the N tests are passed. The overall
significance level depends on M as well as on the single
tests.

The choice of M is crucial. It is interesting to see
what happens if these tests are run on the training
images. Fig. 2 shows the histogram of the number of
tests passed at a confidence level 1−α by the training
images (here α = 0.2). It is apparent that if sufficiently
many tests are run, even with a very high confidence
level for each single test, almost no positive example
will pass all the tests (see the rightmost bins of Fig. 2).
However, from each such histogram, we can empirically
estimate the number of tests to be passed to obtain any
overall confidence level.

Fig. 2 shows how to compute empirically the num-
ber of tests to be passed to achieve a given confidence
level: the vertical lines drawn indicate an overall sig-
nificance of 0.05 (left) and 0.1 (right).

5 Experiments on face detection

In this section we specialize our method to the case
of face detection. We use the CBCL-MIT database for
training (feature selection) and validation, and images
randomly downloaded from the Web for testing. In
this case a multiscale search procedure is used. At each
level, the rescaled image is scanned with a square win-
dow of size 19×19, and the contents are tested against
the presence of a face at a fixed level of significance.

5.1 Image measurements

We aim at computing a large number of potentially
representative image measurements, with no limits on
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Figure 2. Histogram of the number of tests passed
by each training image (α = 0.2 for all tests). The
dashed vertical lines mark the overall significance lev-
els of 0.05 (left) and 0.10 (right) respectively.

their type and number. In this section we list the im-
age measurements based on raw pixels and ranks that
we adopted. The current collection of image measure-
ments is not exhaustive and can easily be enriched; we
simply regard it as a starting point for validating our
method.

The image measurements at each specified image lo-
cation include the grey level value and integral mea-
surements, or averages of image grey values computed
along specific directions (at the moment limited to ver-
tical, horizontal, and 45◦ diagonal). These latter can
be viewed as a subset of the Radon transform of the
image, i.e. as a tomographic scan of the grey value
image, and for this reason we refer to them as tomo-
graphies. For all these measurements it may be useful,
if not necessary, to first perform histogram equalization
to attenuate the effect of illumination changes.

We then compute ranklets, a family of orientation
selective rank features designed in close analogy with
Haar wavelets proposed in [16] (for details see the Ap-
pendix). Whereas Haar wavelets are a set of filters
that act linearly on the intensity values of the image,
ranklets are defined in terms of the relative order of
pixel intensities and are not affected by equalization
procedures.

5.2 Feature extraction

In the present setting, for each image patch of size
19×19 (the size of the whole image in the training set)
we compute the following collection of features:

Figure 3. Selected salient features: the support of
the best three diagonal, horizontal and vertical ran-
klets is shown in the left, center and right images
respectively.

• 19×19=361 grey values (one for each image loca-
tion)

• 19 vertical, 19 horizontal, and 37 diagonal tomo-
graphies, for a total of 75

• 5184 horizontal, 5184 vertical, 5184 diagonal ran-
klets, for a total of 15,552

Overall this amounts to estimating about 16,000 fea-
tures.

5.3 Feature selection

After the selection of salient features, with τ1 = 0.15,
all single pixel measurements are discarded and the
number of features is reduced to about 2000. Fig. 3
shows the support of first, second and third rated di-
agonal, horizontal and vertical ranklets.

The subsequent selection among these of a maximal
clique of independent features (with τ2 = 0.5) leaves
us with 44 vertical ranklets, 64 horizontal ranklets, 329
diagonal ranklets, and 38 tomographies for a total of
475 features. The independence hypothesis is consis-
tent with the posterior observation that features of the
same clique correspond to non–overlapping image re-
gions.

5.4 Testing against the presence of a face

We validated the face detector on the test sets of
the MIT-CBCL database, that consists of 472 faces and
23’573 non-faces. Since all images are 19×19 pixels the
question is simply whether, or not, an image is a face
image.

We first ran our experiments using features from one
category only. The fraction M of tests to be passed for
detecting a face is determined by looking at histograms
similar to that in Fig. 2. The results, not reported here,
show that the discriminating power of each individual
category is not sufficient to reach a good characteri-
zation of faces. In particular, the diagonal ranklets,
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though sharply peaked across the training set, have al-
most zero discriminating power. For this reason we
decided to discard them and use the remaining N=146
features. Using this reduced set of features the fraction
of tests to be passed is M=110 for α = 0.1.

The ROC in Fig. 4, obtained by varying the signif-
icance α of the single test (M is ketp constant), sum-
marize the perfomance of the system. Three comments
are in order. First, to validate our feature selection
procedure we compared the results obtained using the
146 features selected according to the proposed method
with those achieved with 146 randomly selected fea-
tures or 146 (possibly dependent) features picked in a
sequence from our starting list. The use of 146 features
randomly sampled or of the 146 continguous features
with overlapping image support leads to inferior per-
formance. Second, the advantage of including ranklets
in the feature set can be appreciated by looking at the
ROC curve which is obtained using tomographies only.
Only with ranklets the equal error rate is in line with
the state-of-the-art on this database for whole face ap-
proaches [2, 16]. Third, in Fig. 4 we also show that
the performance of the described system is almost in-
distiguishable from a linear one-class SVM [17] trained
on the same 146 features. In the comparative exper-
iments we also trained a one-class SVM with polyno-
mial kernels of various degrees, never obtaining better
results than in the linear case. This is an a posteriori

validation of the fact that the construction described
in Section 4 leads to independent features. The equal
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Figure 4. ROC curves on the MIT-CBCL test set.
The top curves are obtained using the 146 features
selected by the proposed method and a one-class SVM
trained on the same representation. The two lower
curves are obtained using 146 randomly sampled and
146 contiguous features respectively, the middle curve
with tomographies only (no ranklets).

error rate in the optimal case is about 17%, in line with

Figure 5. Some experimental results on face detec-
tion obtained with our system. The detected faces,
are marked by a white frame at the detection scale.

the state-of-the-art on this database for whole face ap-
proaches [2, 16].

Preliminary results on the use of the proposed
method for finding faces in full size images are very
promising (see Fig. 5 for results in face detection
and Fig. 6 for face close–ups retrieved by our sys-
tem). A prototype version, restricted to the case
of face close–ups to limit the computational cost
of the Web demo, can be tested on our webpage:
http://slipguru.disi.unige.it/research.

We conclude this section with a comment on the con-
sistency of positive training and test sets. The constant
M=110 is computed for a significance level α = 0.1 on
the single test, and corresponds to a fixed hit rate of
94% on the training set (how many images of the train-
ing set passed at least M tests). If training and test sets
are consistent, the element of the ROC curve obtained
at the significance level α = 0.1 should reach a compa-
rable hit rate. A check on the data that produced our
ROC curves lead us to observe a discrepancy: the hit
rate for α = 0.1 was equal to 50%. This discrepancy
can be appreciated by comparing two estimates of the
same distribution obtained from the two different sets
(see Fig. 7). It is interesting to note that this effect
disappears if the training and test positive examples
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Figure 6. Some experimental results obtained with our system for face close-ups retrieval. The detected face, if any,
is marked by a white frame at a certain scale.

are pooled and then split randomly. Actually, this pro-
cedure eliminates any discrepancy and leads to a fairly
substantial improvements in the ROC curves (see Fig.
8), where the optimal equal error rate is 7 %.

Notice that since the procedure is data driven, hav-
ing changed the training set, we obtain a different fea-
ture selection even if all the parameters of the system
are left unchanged. In this case we are left with N=123
features (35 vertical ranklets, 51 horizontal ranklets,
and 37 tomographies), and the fraction of tests to be
passed is M=108.

6 Conclusions

In this paper we presented a technique for detect-
ing faces in images heavily based on hypothesis test-
ing. The underlying null hypothesis was the presence
of the face in the image. The null distribution was un-
known and was estimated from the positive training
data. No information was available on the alternative,
thus the power of the test was boosted through multi-
ple tests, selected during the training process by means
of nonparametric independence tests. Each test was
derived from an image measurement. The results pre-
sented here were obtained with gray values, integral
measurements, and ranklets, but the list of possible
measurements is almost unending and could be eas-
ily enriched, for instance, with Wavelets, Gabor filters,
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Figure 7. Gray level histograms of all face images
of the training and test sets (bars and crosses respec-
tively). The discrepancy is evident, the two estima-
tions do not seem to be representative of the same
distribution.

rectangle features [19], etc.

We believe that the main merit of this approach lies
in the direct application of simple, nonparametric sta-
tistical techniques with minimal assumptions on the
probability distributions of the data. Clear strengths
of this method are its generality, modularity, and wide
applicability. On the other side, the flexibility of the
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Figure 8. ROC curves on a variant of the MIT-
CBCL dataset, obtained by resampling training and
test positive examples. As in Fig 4 we compare curves
obtained using N independent features, N randomly
sampled features, and N contiguous features (N=123)
. Again we also include a ROC curve for a one-class
SVM trained on input vectors given by the 123 fea-
tures.

approach can lead to suboptimal solutions unless some
problem specific knowledge is injected into the system.
Another interesting feature of this method is the lim-
ited computational cost, especially at run time. The
tests, even if numerous, are very fast, making this sys-
tem suitable for efficient multiscale search (in this re-
spect, we obtained promising preliminary results, both
as to efficiency and detection precision).

In this work, the thresholds used to select peaked
and pairwise independent image measurements were
set empirically (τ1 = 0.15 and τ2 = 0.5, respectively).
We are currently studying the effects of changing these
parameters and developing a technique for parameter
estimation. Our future work plan includes the compar-
ison of our feature selection method with general tech-
niques such as Principal Component Analysis, and an
investigation of the effects of including negative train-
ing examples for devising more powerful tests.

Appendix: Ranklets

Ranklets are a family of orientation selective rank
features designed in close analogy with Haar wavelets.
However, whereas Haar wavelets are a set of filters that
act linearly on the intensity values of the image, ran-
klets are defined in terms of the relative order of pixel
intensities [16].

Given the three wavelets hi(x), i = 1, 2, 3 supported
on a local image neighborhood W (Fig. 9), we con-

Figure 9. The three two-dimensional Haar wavelets
h1(x), h2(x) and h3(x) (from left to right). Letters
in parentheses refer to the T and C pixel sets defined
in the text.

sider the sets of pixels Ti = h−1

i ({+1}) and Ci =
h−1

j ({−1}). For each value of i, Ti and Ci clearly form
a partition of W. We now proceed to sort the pixels
x ∈ W according to their intensity I(x). Let N be the
number of pixels in W, and indicate the rank of pixel
x with π(x). The quantity

W i
Y X =

∑
x∈Ti

π(x) − (N/2 + 1)N/4 (3)

is known as the Mann-Whitney statistics for the ob-
servables (the pixels) in Ti and Ci (i.e. the “treatment”
and “control” sets, according to the standard terminol-
ogy). Note that the pixels in Ci implicitly figure in Eq.
1 as they contribute to the ranking π. Closely related
to the equivalent Wilcoxon statistics Ws, W

i
Y X has a

direct interpretation in terms of pairwise pixel com-
parisons. It is easy to show that W i

Y X is equal to the
number of pairs (xm,yn) with xm ∈ Ti and yn ∈ Ci

such that I(xm) > I(yn) (see [6]). Essentially, W i
Y X

will be close to its maximum value, N 2/4 = #(Ti×Ci),
whenever the pixels in the Ti region are brighter than
those in the Ci region, and it will be close to its mini-
mum value, 0, if the opposite is true. Considering the
arrangement of the Ti and Ci sets in Fig. 9, we see
that each W i

Y X displays the same orientation selective
contrast response pattern that characterizes the corre-
sponding Haar wavelet hi. For reasons of convenience,
ranklets are defined as

Ri = 2
W i

Y X

N2/4
− 1, (4)

so that their value increases from −1 to +1 as the pixels
in Ti become brighter than those in Ci.
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