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ABSTRACT 

Broadband Internet access is central to the regeneration of remote communities and reducing 

the digital divide between rural and urban regions. This thesis focuses on rural communities 

with limited financial resources, environmental issues including long reach from conurbations, 

and mountainous or otherwise adverse terrain, typically with limited access to a wired power 

supply. As such, regular access technologies based on cable or fibre optics are not financially 

viable. To overcome this challenge, we consider the deployment of a Free-Space Optical (FSO) 

based relay network as the primary technology, using diversity to provide resilience to 

atmospheric effects. The aim of this research is to design and evaluate a rural network planning 

and traffic engineering framework employing FSO communication using light emitting 

diodes/lasers to construct backhaul rural network infrastructures.  

FSO systems are relatively cheap and easy to implement [1]. Various proof-of-concept 

technologies already exist [2] [3] [4]. However, the focus of this work is on the design of a 

flexible network-planning tool together with a robust management framework that is designed 

to operate over such an infrastructure to ensure it functions efficiently despite changes in load 

or communication channel outages. Although the work concentrates on an FSO based 

infrastructure, this could be extended to support heterogeneous networks employing a 

combination of technologies. 

More precisely, this research first describes a novel network planning tool with an intelligent 

resource management system based on a Multi-Objective Evolutionary Algorithm (MOEA) 

that determines the suitable location of FSO relay nodes, taking into account end-to-end link 

speed which is bitrate of user data and the degree of path diversity coupling with battery power. 

This MOEA approach can account for Line-of-Sight occlusions and allows various 

compromises to be selected from a Pareto front to suit individual needs. We provide suitable 

results to show the satisfactory operation of the tool and outline avenues for future 

development. Following on from this, we design and evaluate an intelligent traffic-engineering 

framework to make the best use of the deployed infrastructure that can adapt to environmental 

changes. This aims to ensure a good service is maintained at all times by suitable 

reconfiguration. 
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Chapter 1. Introduction 

The importance of the Internet in our lives today cannot be overstated. In recent years there 

has been much research and development devoted to high-capacity backbone networks, as 

described in [5], [6]. The Internet has been declared a fundamental right of citizens in several 

countries such as Finland, Spain and Greece. The demand for this high-capacity broadband is 

increasing significantly as modern applications appear [7]. Internet-based services are no 

longer indulgences but essential life activities for urban and rural residents. These services 

require a communication network. However, communication networks have not been well 

developed in rural areas. 

Communication and new means of accessing the Internet are increasingly being developed 

around the world [8]. Despite a large number of Internet users now enjoying high bitrate speed 

access, there are still geographic regions where broadband services are either excessively 

expensive or simply inaccessible at any price. Broadband can be made available anywhere with 

a phone line. However, fibre optic connections are usually required for broadband that can 

reach fast speeds, which need a slightly more advanced infrastructure. This sort of 

infrastructure can be set up in urban and residential areas reasonably easily. For example, roads 

can be dug up to install cables, and a single fibre-connected street cabinet can connect to many 

homes. However, this is not the case in rural areas. Broadband Internet access deployment is a 

crucial factor for revitalising rural areas and reducing the existing digital divide between rural 

and urban areas [9]. Lack of broadband access in rural areas can contribute to unfairness, where 

access to education and information is more impoverished than in cities and where it becomes 

less favourable to establish industries and businesses [10]. Therefore, a robust and effective 

rural network planning framework is required to construct backhaul rural network 

infrastructures, possibly using resilient and wireless communication. Thus, our goal was to 

design a flexible network-planning tool together with a robust management framework 

designed to function over the infrastructure to ensure it operates efficiently despite various 

conditions. 

Different factors affect rural broadband access, including the services, infrastructure, 

demography, and topology. Many rural areas worldwide, especially in developing countries, 

do not have reasonable connectivity solutions that are economically feasible. Rural 

areas/residential areas are organised around services provided by rural Internet infrastructure. 

These infrastructures require a significant upgrade or a better solution for a rural network to 

offer the current need. However, broadband Internet access deployment is a key factor for the 

revitalisation of rural areas and the reduction of the existing digital divide between rural and 

urban areas [11]. In urban areas with high population densities, a broadband services market is 

hugely competitive nowadays, and user requirements are therefore well catered for. In low-

populated rural areas, the Return on Investment (RoI) is the main obstacle for broadband 

service in the foreseeable future, and consequently, rural users cannot access high-bitrate 

broadband services at all. 

Our research considers a robust and effective rural network-planning framework using 

cheap Free-Space Optical (FSO) communication links to construct backhaul rural network 

infrastructures. While Radio Frequency (RF) communication is assumed between relays and 
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users, the RF or fibre link between relays and Base Station (BS) can be replaced by FSO links 

[12] [13]. FSO has the following advantages: 

• Ease of deployment 

• License-free long-range operation (in contrast with radio communication) 

• High bitrates attainable 

• Immunity to electromagnetic interference 

• Increased security when working with a narrow beam(s) 

The major challenge is the impact of atmospheric effects that can significantly impact on 

the Signal to Noise Ratio (SNR), particularly in fog. 

Due to the terrain and sparse populations involved, traditional cable-based delivery 

systems are unable to justify the capital expenditure involved. Similar financial issues apply to 

satellite systems. Therefore, this thesis looks to low-cost incremental systems where we assume 

the network comprises several FSO relay nodes strategically placed across the environment. 

Although the range of these links may only be several kilometres due to dispersion and 

environmental effects (i.e., weather), they have the advantage of not requiring spectrum licence 

to operate and can provide meaningful transmission rates. Furthermore, by creating topologies 

with path diversity, some measure of resilience is possible. 

In this research, we first consider the placement of the relay nodes subject to various, 

conflicting constraints. Once this is achieved, we refocus our attention on how best to maintain 

service delivery by selecting the most appropriate forwarding path considering factors such as 

relay node transmission power, residual battery life and End-to-End (E2E) transmission bitrate. 

As these factors are influenced by the environment, we need to provide a mechanism for 

dynamic path selection and configuration of the transceivers. 

Thus, our work comprises the design of a flexible network-planning tool together with a 

robust management framework that is designed to function over an FSO infrastructure to ensure 

it operates efficiently despite various consequences. For example, poorer SNR can be offset by 

increasing the transmission power or suitable path selection. 

This thesis includes a critical analysis of the research that has been done, and a solution is 

presented for rural communities to facilitate broadband access. FSO has been selected as the 

initial technology for the points listed above. However, we confine ourselves to scenarios 

where the distance from the rural community to the Internet Service Provider's point-of-

presence is typically ≤ 20 Km.  

The initial network planning research was undertaken using a Genetic Algorithm (GA), but 

due to the nature of the problem with competing objectives of diversity and end-to-end speed, 

a hybrid Multi-Objective Evolutionary Algorithm (MOEA) is developed. This algorithm 

determines the topological node placement to reach the rural access backhaul taking into 

account line of sight positioning, range, link speed and path diversity. 
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1.1 Research Aim and Motivation 

The modern economy is highly dependent on the Internet. A lack of high-bitrate broadband 

access in rural areas can contribute to unfairness, where access to Information Communication 

Technology (ICT) is more impoverished than in cities. Thus, it becomes less favourable to 

establish industries and businesses [10]. Setting up a broadband infrastructure is more 

expensive for rural subscribers. Providing wireless broadband access to rural and remote areas 

is challenging for Internet Service Providers (ISPs) due to the necessity of financial viability. 

By laying cables, broadband can reach the highest bitrates through fibre optic connections. 

However, the Capital Expenditure (CAPEX) for buried cabling is often cost-prohibitive in rural 

areas. Houses tend to be further apart in the countryside, so a single street cabinet cannot 

connect as many homes, and it is expensive to maintain or improve that infrastructure. 

Therefore, many rural exchanges and cabinets have not been upgraded to provide faster 

broadband speeds. Moreover, geographical features of rural areas, such as hills and rivers, 

impact the cost of setting up a broadband infrastructure. Therefore, our research first considers 

relay node placement for a rural area bearing in mind the end-to-end communication channel 

bitrate. For most users, availability and bitrate are the most critical factors and thus is the 

primary consideration in this research. Our aim is to provide reliable rural broadband access 

with reasonable bitrate and resilience through path diversity.  

Our research is concerned with improving broadband Internet access to the rural 

community. More precisely, our research goals are as follows: 

 To design a network-planning tool that can determine where to place communication 

relay nodes such that a range of near-optimal combinations of path diversity and end-

to-end speed is determined. This tool should cope with line-of-sight (LOS) obstacles 

 To further enhance the network planning tool to take into account other trade-offs such 

as the overall bitrate of data and energy consumption, given that the transmission power 

is adjustable according to current conditions. 

 The tool will be modified to allow it to explore questions such as "how many nodes are 

enough?" to achieve a certain level of availability and "what would be the additional 

benefit of increasing the number of nodes further?" Our tool will be flexible with a 

number of nodes to be placed in the rural region to achieve a degree of flexibility and 

availability of node placement. Therefore, the broadband provider has the flexibility to 

observe how many nodes they want to place in order to provide rural broadband by 

adding a number of nodes. This observation offers broadband ISP providers greater 

flexibility to control CAPEX for rural broadband. Again, the provider will be able to 

see the benefits of increasing or decreasing nodes. This flexibility and control through 

our tool provide financial and operational benefits to ISP providers, thus controlling 

CAPEX and OPEX. 

 Having created the network topology, to design a Traffic Engineering (TE) framework 

that can make fair use of this infrastructure under differing conditions. This will include 

the use of multi-path redundancy adjustable transmission power to maintain 

connectivity when the Bit Error Rate (BER) would otherwise impede communication. 



Page 18 of 166 

This research focuses on rural communities with environmental issues, including long 

reach from conurbations and hilly or otherwise hostile terrain, typically limited access to a 

wired power supply. Poor or variable weather conditions are also assumed. The aim is to create 

a network-planning algorithm that can assess alternative deployments and determine the 

expected operational performance as far as is practical. Once deployed, the management of 

such an infrastructure is then considered. Thus, the system will encompass monitoring and 

management functionality to ensure the network performs effectively in varying conditions, 

including the possibility of outages, by appropriate Traffic Engineering (TE) of alternative 

paths. A typical scenario is shown in Figure 1. 

 

Figure 1: Rural Broadband Design Framework 

1.2 Summary of Novelty 

The novelty of this research relates to both the network-planning tool and traffic 

engineering application for the configuration and operation of a rural community Internet 

infrastructure. Although a number of commercial network planning and simulation tools exist, 

such as OPNET [14], NETSIM [15], these are proprietary and not tailored to the deployment 

of FSO links or take into account rural factors. Furthermore, no published work has considered 

the trade-off between cost, reliability, and the supported bitrate of user data, which we also 

refer to as the end-to-end speed, when placing relay nodes. Our research concentrates on 

providing a communication network with limited resources that are low maintenance. 

Furthermore, once constructed, we explore how to manage this infrastructure, given potential 

outages and variable transmission link quality, in order to maintain a reasonable service to end-

users. 

The novel contributions can be summarised as follows: 

• A new network-planning tool is designed to determine the appropriate deployment of 

relay nodes to provide remote access whilst meeting a set of constraints. Initially, a 

Genetic Algorithm (GA) has been used and modified to employ a Multi-Objective 

Evolutionary Algorithm (MOEA). To our knowledge, no research has previously used 

an MOEA in this context. 

• The network-planning tool is used to evaluate the feasibility of low-cost network 

deployment in a rural context, initially using Free Space Optical (FSO). Our network-

planning tool considers the environment and trade-offs to discover suitable node 

locations. 
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• Our attention then turns from network planning to Traffic Engineering (TE), designing 

and implementing a control plane manager that (re)direct the traffic flows across the 

rural access infrastructure in order to meet varying needs. This includes altering the 

transmission bitrate of links and/or path steering to allow specific relay nodes to "sleep" 

when conditions permit. 

• An MOEA-based TE algorithm has been developed where three objectives are 

considered to identify suitable trade-offs in order to find the best possible solution for 

rural broadband. To our best knowledge, no one designed a TE tool for use in a rural 

context considering multiple objectives with an MOEA. 

• The TE has been extended to take into account changing weather conditions on the 

satisfactory operation of the network using periodic reconfiguration. 

1.3 Structure of the Thesis 

This research focuses on rural broadband from the perspective of network 

planning/deployment followed by traffic engineering, and therefore will be addressed in two 

parts. The thesis is organised as follows after this first introductory chapter. Chapter 2 describes 

the background knowledge needed to design network planning and traffic engineering tools. 

This includes some contextual material as well as a review of current technologies in rural 

areas, focusing on FSO. Initially, a primary network planning tool was designed with a Genetic 

Algorithm (GA), described in Chapter 3 followed by its implementation in 3.4. Following on 

from this, we introduce a Multi-Objective Evolutionary Algorithm (MOEA) to enhance this 

networking tool in 0. In 0, the design of this tool is described, along with the implementation 

of this tool. Next, in 4.6 we present the program verification along with performance results. 

Chapter 5 then refocuses attention on the traffic engineering of a network that would typically 

have been created in accordance with the output of the network planning tool. It describes the 

design parameters of the intelligence and initially concentrates on a GA-based Traffic 

Engineering (TE), providing a brief performance evaluation. This includes the impact of 

weather effects. In 5.8,  the intelligent TE system is modified to employ an MOEA. A 

performance evaluation explores how various design parameters affect the overall efficacy of 

the tool. Chapter 6 presents some overall conclusions and outlines possible ideas for future 

work. 
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Chapter 2. State of the Art 

Current broadband technologies for rural areas, including low-speed broadband, fixed 

wireless access, and satellite networks, do not provide enough capacity for the future[1]. 

Several papers  [2] [4] [16] have been published that propose new approaches for rural Internet 

access, and some individual projects [17] [18] [19] [20] aim to improve Internet infrastructure 

and provide high-speed Internet for specific rural areas. However, to see widespread 

deployment requires re-engineering the rural Internet infrastructure model to offer high Quality 

of Service (QoS) and reliability at a cost-effective price. QoS is the measurement of the overall 

performance of a service, typically in relation to metrics such as delay and loss probability. 

Commerce in the modern world is highly dependent on the Internet. A number of studies 

have examined mechanisms for providing broadband access to rural communities in developed 

countries  [1] [10] [21]. Similar broadband initiatives for rural areas in developing countries 

are a relevant part of economic development plans and overall modernisation strategies [8]. 

Even so, providing broadband access to rural and remote areas is challenging for Internet 

Service Providers (ISPs) due to costs relative to the anticipated revenue. 

It is essential to take into account that many real-world problems are multi-objective in 

nature, and so is the network planning problem, such as the shortest path routing problem. 

Extensive research has been done on shortest path routing problems. It includes Dynamic 

Programming for directed networks, Dijkstra’s labelling algorithm and the Bellman-Ford 

successive approximation algorithm [22]. These algorithms have major deficiencies, such as 

they can only find the shortest/least-cost route, and they demonstrate high computational 

complexity for real-time communications. Artificial Neural Networks (ANN) have been 

examined to solve the shortest path problem relying on their parallel architecture to provide a 

fast solution [23]. However, the ANN approach has several limitations, such as the complexity 

of the hardware, which increases considerably with an increasing number of network nodes. 

Evolutionary algorithms such as Genetic Algorithms (GA) [24] and Particle Swarm 

Optimization (PSO) [25] have been utilized. However, these approaches are designed to 

perform single-objective optimization, mostly a weighted cost metric. So, there is a desire to 

design a mechanism that gives multi-objective trade-off solutions involving two or more 

objectives. 

Our research focuses on finding a range of solutions given different constraints and 

optimisation characteristics through the application of multi-objective optimization.  Much of 

the research that investigates optimisation when there are conflicting objectives exploits Multi-

objective Optimization Evolutionary Computation (MOEC) methods [26] [27] [28]. However, 

other strategies for the optimization of network layouts are based on Integer Linear 

Programming (ILP) described in [29] or Evolutionary Algorithms (EAs) [30]. Most of the 

known ILP problem approaches [31] [32], as well as the majority of EA approaches [33] [34], 

are restricted to predefined topologies like tree networks or ring layouts. Additionally, these 

ILPs are mainly limited to relatively small problems and restricted to the optimization of a 

single linear function. 
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Design methods for broadband access networks are extensively studied in [35] [36] [37] 

[38] [39] [40]. There are special algorithms and techniques that allow optimization and 

automation of the design process for access networks based on optical or copper cabling at 

every stage of planning during network transformation. Optical access networks, in addition to 

the cable and associated linear devices, contain active network elements such as routers, access 

switches, DSLAMs, which have different performances and, accordingly, a high price [41] 

[42]. Highly developed countries often lay multi-fibre optic cables for the “last mile” prior to 

their eventual use and can forget the “last mile” problem for a long period [43]. Other countries 

can use this method as one way of accessing network upgrade with limited financing [44]. 

The digital divide between rural or remote and urban areas impedes socio-economic 

development: with poor Internet access, or no access at all, citizens in rural and remote areas 

are disadvantaged both in terms of communication and economic opportunities. The social, 

economic and environmental conditions of rural and remote areas, however, mean that there 

are very few incentives for the private sector to invest in broadband provision there. This is one 

of the main challenges that rural policymakers and local authorities are facing today. 

The UK Government defines “superfast broadband” as bitrates of user data greater than 

24 Mbps, whereas Ofcom defines it as more than 30Mbps. Ofcom’s Connected Nations 2020 

report [45] states that superfast broadband is available to 96% of UK homes. It is now projected 

that around 60% of premises that are able to provide superfast broadband now take up this 

service. However, a small but significant number of properties are still struggling to get 

connected. It is estimated that 43,000 premises cannot access either a decent fixed broadband 

service or good 4G coverage indoors. 

Despite the increase in coverage of superfast services, many homes and small businesses 

still are unable to receive broadband speeds that are adequate to perform a range of everyday 

online activities reliably. One Telegraph report [46] suggests that in Welsh villages such as 

Abererch, Gwynedd, where broadband is so slow, locals get up at 4 am to send emails. 

Therefore, the problem remains.  

A number of factors influence the attractiveness of rural areas for the introduction of new 

technologies and digital infrastructure. The first is low population density: rural areas are 

generally sparsely populated, and this hampers the achievement of economies of scale for the 

production of goods and, in the case of digital innovation, services. Rural areas are also 

experiencing two important demographic phenomena: firstly, many regions face an ageing 

population which poses serious challenges in terms of the economic sustainability of various 

services. Secondly, there is an exodus of young people out of rural regions representing a brain 

drain that influences the digital skill level of the areas. Furthermore, rural areas have varying 

types of terrain. Depending on the geography of the region, anything from rock to sand can be 

found, making planning and deploying a fibre build-out difficult. Additionally, many rural 

areas show an average per-capita income generally lower than that of cities, and this has a 

significant influence on the propensity of rural consumers to purchase digital services. 

One of the main reasons for poor broadband speeds in rural areas is the length of the 

connection to the property. Rural properties are often further from the exchange or street 

cabinet than in urban areas. For copper-based telephony networks, the longer the connection, 
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the slower the bitrates that are likely due to the broadband signal's attenuation. People who live 

in less densely populated parts of the UK are more likely to live further from the exchange and 

obtain lower broadband speeds.  

The resistance of the copper wire increases with the length of the wire, so bitrates decay 

as the distance between the premises and the exchange increases. Bit rates typically start to 

decrease between 1 and 2km from the exchange and are reduced considerably at distances more 

than 3.5 km. Fibre to the Curb (FTTC) based broadband that supports superfast bitrates up to 

80Mbit/s uses optical fibre to the cabinet and reduce the length of copper wire. People living 

more than 300m from a cabinet can expect their bitrates to be less than half the maximum 

possible. However, most people who live too far from the cabinet to receive superfast 

broadband may still benefit from the upgrade at the cabinet, as the reduction in the length of 

the copper access line will still improve their broadband speeds. 

2.1 Challenges and Requirements 

2.1.1 Technological Aspects 

When it comes to closing the connectivity gap and ensuring ultrafast services can reach 

most rural communities, there are several issues to be overcome, both in terms of the physical 

challenges of deployment and broader socio-economic factors. For example, low population 

densities mean that many economies of scale that enable large investments in new technology 

are reduced. Meanwhile, people in rural areas typically have lower incomes per capita than 

urban areas, affecting their willingness and ability to pay for more advanced services. On top 

of this, rural areas often face more challenging terrain, from the uneven and rocky ground to, 

at the other extreme, sandy ground, all of which can make deploying fibre cabling more 

difficult and expensive. The European Union (EU) handbook [2] noted that one way of 

reducing the impact of terrain issues is to reuse existing infrastructure deployments. For 

example, it highlighted in Spain [3] efforts that use water mains for optical fibre, deploying a 

small, flexible, high-density polyethene duct within this infrastructure, allow any resident with 

access to the municipal water network can also gain access to this fibre network.  

Some rural areas do not have direct Internet access. They rely on dial-up technology to 

transmit data over copper lines, unable to access online services even at elementary download 

and upload speeds. The development of alternatives to fibre optic cable has been slow and 

uneven. Satellite broadband can be a solution in very sparsely populated areas, but it often 

suffers from high latency1, lack of significant bandwidth, and high data costs. 

Scientists and engineers have proposed new technologies to reduce infrastructure costs 

and address topographical challenges such as mountains, long distances in rural communities. 

Relevant technologies include a rural extension for WiFi [5], a point-to-multipoint wireless 

distribution system that integrates renewable energy technologies for off-grid siting [6], and a 

method to leverage underutilised TV white space frequencies [7]. This work aims to assess the 

 
1 Latency is the time it takes for data to be transferred between its original source and its destination, 

measured in milliseconds. 
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factors that impact broadband infrastructure investment in rural communities; however, we 

defer to the corresponding references for a more in-depth analysis of the functionality. 

The development of alternatives to fibre optic cable has been slow and uneven. While 

mobile telecommunications technologies such as 3G and 4G have provided customers with 

broadband bitrates through mobile devices such as smartphones, the cellular model of this 

technology is designed, economically speaking, for densely populated areas and faces the same 

connectivity and capacity gaps as traditional broadband [47]. Free-Space Optical (FSO) point-

to-point links provide an interesting alternative technology, capable of bitrates from 100Mb/s 

to 10Gb/s that can replace the RF or fibre links in the backhaul network  [12] [48]. 

In terms of deployment algorithms, a number of researchers have considered 

evolutionary approaches for network planning, but these mostly concentrate on improving the 

Quality of Service (QoS) and CAPEX. In [48], the authors use a Multi-Objective Evolutionary 

Algorithm (MOEA) to improve QoS and CAPEX using an existing topology rather than 

considering relay node placement. In addition, some machine learning techniques such as 

Neural Networks (NN) [50] have been proposed. However, none of these consider the 

constraints or characteristics of FSO. 

2.1.2 Economical Aspects 

Broadband access in urban areas is already provided by Passive Optical Networks (PON) 

and Digital Subscriber Loop (DSL) technologies [1]. However, the much higher cost of 

network deployment in rural areas [51] means such approaches are usually uneconomical. In 

urban areas with high population densities the broadband services market is extremely 

competitive; user requirements are therefore well catered for. In low-populated rural areas, the 

Return on Investment (ROI) is the main obstacle for broadband service deployment. As it 

becomes less favourable to establish industries and businesses [10], this contributes to the lack 

of fairness. In rural areas, houses tend to be further apart, so a single street cabinet does not 

connect as many homes, and it is not economically viable to improve that infrastructure laying 

costly lines for a few customers. Moreover, geographical features, such as hills and rivers, 

impact further on the cost of deployment. 

High-speed rural Internet access is associated with increased incomes and reduced 

unemployment via increased opportunities for remote work and the ability to expand brick and 

mortar enterprises online [52]. Econometrics analysis suggests that a 10% increase in fixed 

broadband access increases Gross Domestic Product (GDP) in developed countries by 

approximately 1.2% [53]. As a result, governments around the world have invested funds to 

deploy broadband infrastructure in underserved areas. The US Federal Communications 

Commission (FCC) has established download/upload bitrate benchmarks of 25 Mbps / 3 Mbps 

for fixed services and 10 Mbps / 3 Mbps (median) for mobile services [54]. A recent study by 

the FCC shows that rural and tribal communities still halt behind in broadband deployment. In 

rural areas, only 68.6% of Americans have access to both fixed and mobile LTE broadband 

services (at any bitrate), compared to 97.9% in urban areas [55]. However, FCC is determined 

that "mobile services are not currently full substitutes for fixed services". 
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Embracing broadband can benefit the economy in rural areas, including increasing income, 

lowering unemployment rates and creating jobs. Broadband can reach fast bitrates through fibre 

optic connections, by laying cables. In rural areas, the Capital Expenditure (CAPEX) for buried 

cabling is often cost-prohibitive. Houses tend to be further apart in the countryside, so a single 

street cabinet cannot connect as many homes, and it is expensive to improve that infrastructure. 

It is not always economically viable for broadband companies to lay such costly lines for a few 

customers. Therefore, many rural exchanges and cabinets have not been upgraded to provide 

faster broadband speeds. Moreover, geographical features of rural areas, such as hills and 

rivers, impact the cost of setting up broadband infrastructure. 

Capital expenditures associated with hardware costs are often identified as a primary barrier 

for deploying broadband in rural communities, which is why most developed countries have 

focused on providing funds to address this barrier. [56] surveyed fibre, fixed wire, wireless, 

and satellite costs to conclude that commercial provisioning is unfeasible in markets where 

profitability is low. Rural areas tend to have a lower population density, which provides fewer 

customers to absorb the fixed costs of broadband infrastructure. [57] found that weather 

patterns (e.g., increased storms) and topographical conditions (e.g., mountains) also increased 

deployment costs in Malaysia's rural areas. [58] examined the use of analogue television waves 

in specified ranges to provide wireless broadband service to Canada's rural communities. One 

of the primary challenges was the high cost of equipment, $600-700 per household [55]. The 

specific frequency band was only available in Canada, and economies of scale could not reduce 

hardware costs. However, there are opportunities to develop non-traditional business models, 

such as co-operatives or public-private partnerships, that are better suited to ensuring 

affordability by reducing the need for high-profit margins. Besides, there may be opportunities 

to leverage existing infrastructure (e.g., electrical poles) or coordinate deployment activities 

(e.g., bury cables when constructing a new road) to reduce the required investment. 

Developed countries like America and South Korea had put direct investment as well 

as guaranteed loans into the rural communities to reduce the digital divide via reliable 

broadband infrastructure and services [59]. Discounts or direct funding to end users as 

incentive-based subsidies may be more effective via the provision of broadband vouchers to 

economically marginalized people in rural areas [60]. Service providers will be stimulated to 

expand their infrastructure and services to rural areas only if they are guaranteed some grants 

like tax exemptions on the network equipment that is introduced for rural broadband 

development. Hence, exemption from local taxes and or taxes while importing equipment as 

well as direct subsidies through public private partnerships (PPP) can be considered as an 

important avenue for social development and reduce the digital divide by means of reliable and 

sustainable broadband services [61]. As a priority, subsidies need to be guaranteed first for 

building a new network rather than upgrading the existing network [62]. 

2.1.3 Demographic Aspects 

  Although a large number of Internet users now experience high-speed access, there are 

still large geographic regions where broadband services are either prohibitively expensive or 

simply unavailable at any price [21]. According to the Q4-2018 Ofcom report [45], the average 

UK download bitrate was just 34 Mbps in November 2018 compared to 53% in urban areas, 
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although that is a bit of an improvement from the previous report. In 2018, 7 per cent of 

premises in rural areas were not able to access a basic broadband. This relates with just 1% of 

premises in urban areas. Nevertheless, some rural villages and remote areas are receiving 

Internet access at a bitrate of a third of the current UK broadband average. Others have no 

access at all. Through government investment of over £780 million, superfast broadband is 

now available to over 80% of homes and businesses. The proportion of superfast broadband 

coverage by the nation at the year 2020 is shown in Figure 2. Lower coverage levels are largely 

due to a higher proportion of rural terrain with a more challenging topography. 

 

Figure 2: Percentage of “Superfast” Broadband by Nation [45] 

Superfast broadband (defined as delivering a download bitrate of at least 30Mbps) is 

available for 83% of premises in rural areas, compared with 98% in urban areas [63]. 

In urban and suburban areas, illustrated by high population densities, mobile operators 

have been willing to invest in new technologies and to deploy advanced wireless broadband 

solutions. Similar cost-benefit and the techno-economic analysis of key factors affecting rural 

broadband access are essential [64]. However, although mobile access companies have 

invested considerably in setting up fibre-based backhaul, they remain reluctant to deploy 

anything similar in rural areas due to high deployment costs relative to the anticipated return 

on investment. 

2.1.4 Other Constraints and Requirements 

The copper wires that are used to carry standard Asymmetric Digital Subscriber Line 

(ADSL) Internet broadband slow connection speeds the further they have to travel from the 

telephone exchange to the residential dwellings. This is not so much of a problem in urban 

areas where exchanges serve many properties as users tend not to be far from the exchange. 

However, in rural regions many homes are several miles from their local exchange. Therefore, 

the “broadband” speed is slow. 

Building an infrastructure that can provide at least 20Mbps with current technology 

suggests the use of fibre optics. Often, the capital expenditure (CAPEX) for building such 

infrastructure is not economically feasible. Moreover, operational expenditure (OPEX) directly 

influences the long-term sustainability of operating a network, particularly in terms of 

equipment maintenance costs. The CAPEX and OPEX of different broadband technologies are 

given in Table 1. 
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Table 1: Cost of Different Types of Broadband Technology [65] 

Technology Main Costs Licencing cost Notes 

FSO 155MbPS to 1.2Gbps from £13k to 

£19k up to 3.6km. 

For up to 5.3km from £22k to £33k 

in the same bitrate 

 

Is not needed a licence Fast installation but 

radio back up needed 

to improve QoS 

Wi-Fi From £10k to £20k depending on 

the distance (1-10km) 

18, 26 or 38 GHz can transmit up 

to 300 Mbps 

Licence needed  

Cost from £5k while 

setting up enterprise 

network 

Fast installation but 

limited bandwidth. 

ZigBee Less than £20 per node but depends 

on the network model 

Typically, doesn’t 

need any license 

Bit rate is only 250 

kBit/s at 2.4 GHz, and 

transmission distance 

range from 10 to 100 

meters [66] 

Bluetooth Very low cost on setting up cost Not needed but for 

new product need 

$8000 membership 

charge [67] 

Bluetooth 4.0 promises 

a 25Mbps data rate 

Fibre In the case of a P2MP system that 

is the most cost-effective in 

CAPEX concerning a pure FTTH. 

A standard GPON OLT (with 4G 

Ethernet ports), a 1:16 splitter, an 

ONU serving 48 VDSL2 end users, 

15 ONTs with 2 G Ethernet ports 

and VOIP [Everything compliant 

with the ITU G.984 standard] has a 

total cost of around 26k€. (Source: 

vendor). Around 70€/m for the dig 

and 10€/m for the cable in an urban 

environment. In the river basin, the 

installation plus the cable (120 
fibres) can go down at around 

16€/m. (Source: PA). 

Dark fibres can be 

rented on average from 

5 to 15 €/m with a 15-

year based contract. 

Free ducts can also be 

rented at around 

12,3€/m 

Slow installation, dig 

is needed with or 

without a trench. 

xDSL The costs can vary from 14k€ for 

an IP DSLAM serving 64 users 

(modems included) up to 40k€ for 

an IP DSLAM serving up to 1024 

end users (modem included). In 

this last case, the average bit/rate 

per client is at around 10-15 Mbps 

over a 1.2 km – access network 

segment. 

Copper line/client in 

unbundling regime is 

on average at 7,5€ 

(source: operator). A 

twisted pair can vary 

from €80 to €225, 

depending on the cable 

quality. (source: 

operator). Installation 

costs are on average at 

80-85€/m 

Maximum available 

bandwidth is limited 

by interferences. Major 

costs due to copper 

maintenance Other 

voices (CO Apparatus 

rental, CO apparatus 

maintenance, et al.) 
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The United Nations recently declared Internet Access a Human Right [68]. Lack of 

broadband denies rural areas the human right to communicate. Without broadband, rural 

communities are further isolated from economic and civic participation. However, there is no 

one-size-fits-all broadband solution for connecting rural communities. We consider an FSO-

based solution. Current ADSL broadband can provide an average 8.4 Mbit/s download speed 

and only 0.8 Mbit/s upload speed [69]. FSO offers much higher transmission bitrates without 

the need for cables. Even so, given the potentially adverse effects of weather, one additional 

factor that needs to be taken into account is path diversity. Thus, two parameters of interest that 

we consider in the next chapter are end-to-end speed and the extent of topological diversity, 

which in turn has a direct impact on resilience. 

Typically, fast broadband needs an infrastructure that equip with all most recent and 

high specification technologies, but this isn’t cheap, and network operators will consider what 

return they can receive on their investment. This, unfortunately, can mean that more remote 

locations miss out on upgrades as they’re not considered economically viable [70]. 

The geographical location determines the terrain, with challenges defined by 

topological characteristics such as flatlands, hilly areas, dense forest areas, etc. A hilly and 

densely forested area may have more fading that reduces signal intensity due to the propagation 

of signal along multiple paths and interference leading to more attenuation compared to a 

relatively flat area with less tree cover [71]. The location influences the cost of developing 

infrastructure and transportation of all necessary equipment as well as troubleshooting and 

maintenance of the network.  

Long-range FSO links are degraded by weather phenomena and atmospheric turbulence 

across significantly different time scales. As an example, the performance of an operational 

link can degrade sharply in thick clouds, severe fog, or dust storms. Atmospheric turbulence is 

also of concern because even in clear weather, local temperature gradients, pressure variations, 

and scattering by airborne particles produce a varying refractive index along the transmission 

path [72]. 

Suppose the GA population is not chosen intelligently. In that case, it becomes 

challenging to find the desire solution to the problem, whether in the case of initial population 

selection or the selection of a population for the next generation. Factors that can affect the 

performance include search space, fitness function, diversity, problem difficulty, selection 

pressure and a number of individuals [73]. 

2.2 Current Technologies in Rural Areas 

Currently only a few technologies are available in rural areas. These are: 

2.2.1 ADSL 

Asymmetric Digital Subscriber Line (ADSL) technology delivers broadband using the 

standard copper telephone lines – the connection speed will depend on which type of ADSL is 

being used and the quality and length of the line from the telephone exchange to the premises. 

Getting high-speed ADSL broadband delivered over existing copper cables is not possible in 
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many areas, as the distance from the exchange or the street cabinet is so far that the broadband 

signal degrades, and bitrates drop.  

However, bitrate is not the only limiting factor in rural areas. Connection reliability is 

also a setback, with connections failing randomly for no clear reason, or due to weather such 

as heavy rain, snow or wind.  

2.2.2 Mobile Internet 

Fixed wireless uses specific frequencies of the radio spectrum to transmit signals 

through the air in a similar way to mobile phone networks. Most wireless ISPs offer limited 

coverage in specific areas such as rural villages. A 4G mobile network connection could 

potentially provide 100Mbps bitrates. Unfortunately, the areas failed by poor fixed line 

broadband provision are often the same areas with poor mobile phone networks, particularly 

rural areas. While 2G/3G network coverage is better, it is far slower. Without unlimited data 

plans, users also face monthly caps on use as part of their contract. Weather conditions can also 

adversely affect the service. 

It is identified that more than half of the world's population were using mobile internet 

by the end of 2020, but 6% of the population is still left without mobile Internet access [146]. 

This report also states that 4G network coverage continues to expand, while a number of 

countries have also seen significant increases in 5G coverage. People in rural areas are 

increasingly using mobile Internet as there is no other option available, but a significant rural-

urban gap remains. Data from a consumer survey 2020 [147] show that those who are 

unconnected in rural areas, are due to: 

• Geography – Most unconnected people live in rural areas. For example, in 

Nigeria, 63% of those living in rural areas are unconnected, compared to 40% 

of people living in urban areas.  

• Age – People over 35 years old are more likely to be unconnected than those 

who are younger. For example, 58% of people over 35 years old are 

unconnected in Algeria, whilst only 13% of the younger population are 

unconnected.  

• Education – A significant proportion of unconnected people only completed 

primary school. For example, 93% of those with only primary school education 

or below are unconnected in Bangladesh, whilst 56% of those who completed 

secondary education remain unconnected.  

• Literacy – Those reporting low levels of literacy are also more likely to be 

unconnected. For example, in Guatemala, 78% of people who are illiterate are 

unconnected, compared to only 31% of those who are literate. 

4G coverage remains largely unchanged by all operators in the UK whereas 5G services 

are being rolled out and are now operating in over 40 towns and cities across the UK. 91% of 

the UK has good 4G coverage but this leaves 9% of the UK without acceptable outdoor 4G 

coverage, predominantly in rural areas [74]. 
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2.2.3 Wireless and Satellite Broadband 

Satellite broadband is an option for those who live in rural areas where traditional fixed 

line based broadband services aren't available. It uses a satellite dish to provide access to 

broadband services. The main advantage of satellite broadband is that it can provided virtually 

anywhere in the world, as long as there is a clear line of sight. But despite providing up to 

around 20Mbps bandwidth, satellite connections have high latency due to the far larger 

distances involved between satellites and the ground. High latency connections make it very 

difficult to use some applications such as Voice Over IP (VOIP), Skype or streaming video. It 

is not always an option in mountainous regions as the satellite is typically low on the horizon. 

Geostationary Earth Orbit satellites are comparatively simple and cost effective compared with 

other constellations [62]. Focusing on the unserved and underserved communities, Low Earth 

Orbit (LEO) satellites stipulate low latency and high-speed broadband services to rural 

communities. The LEO satellite system is becoming the global communication service 

provider’s counterpart to local terrestrial paging, cellular, and fibre networks. Telesat, 

OneWeb, SpaceX [75], [76], and Amazon [77] have instigated LEO satellites to establish low 

cost, affordable, and sustainable global communications. 

In the mountainous regions where a wired network is not possible, wireless 

communication such as Wi-MAX and 3G/LTE/4G technologies and the use of TVWS for long 

distance wireless coverage is possible.  

2.3 Recent Activity with Rural Broadband 

Wireless communications allow users of mobile devices to access the Internet at any time 

and many locations. For instance, IEEE 802.11 (Wi-Fi), Bluetooth, and the Infrared Data 

Association (IrDA) protocol are intended for short-range wireless data communications [48], 

while Long-Term Evolution (LTE) is for long-range wireless communication for both mobile 

phones and data terminals [78]. 

Broadband Delivery UK (BDUK), part of the Department for Culture, Media and Sport, 

is delivering superfast broadband and local full fibre networks to the nation. The Government 

is supporting investment and aims to provide superfast broadband (bitrates of 30 Mbps or more) 

coverage to 95% of the UK by December 2017. Also, the Government is determined to provide 

access to basic broadband (2Mbps) for all. This stimulates private investment in full fibre 

connections by 2021. The Government provided Broadband Connection Voucher Scheme to 

support across 50 UK cities. The Government Mobile Infrastructure Project supported 

investment in mobile infrastructure to improve coverage for voice calls and text messages for 

the final 0.3-0.4% of UK premises that were unable to receive a service. 

The United States of America, sponsored by Microsoft, set a clear and ambitious, but 

achievable goal that aims to eliminate the rural broadband gap within the next five years by 

2022 through the Rural Broadband Strategy. A combination of new technologies can 

substantially reduce the cost of extending broadband coverage across the nation. A technology 

model that uses a combination of wireless technology leveraging the TV white space spectrum, 

LTE fixed wireless, and satellite coverage can reduce the initial capital and operating costs by 

roughly 80% compared with the cost of using fibre cables alone and by approximately 50% 
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compared with the cost of current LTE fixed wireless technology [79]. Wireless technologies 

that utilise TV white space are designed to transmit in the VHF and UHF spectrum that was 

traditionally allocated for broadcast television. In addition, due to the characteristics of the 

television spectrum signals being able to travel long distances, it is ideally suited for bringing 

broadband to rural America. Overall, TV "white space" technologies appear to be a good 

solution for about 80% of rural America. 

2.4 Free-Space Optical (FSO) Communication 

Free-Space Optical (FSO) communication is a line of sight (LOS) wireless technology 

supporting high data transmission rates along a narrow beam of light through the air. FSO is a 

license-free transmission technology. FSO communication propagates in free space to 

wirelessly transmit data. It provides high data rates without the necessity of long cables for 

connecting the rural community to the network infrastructure [80]. FSO systems have some 

outstanding advantages such as high bandwidth, the ability to concentrate beams, no need for 

license fees to use radio channels, outstanding security against wiretapping and better 

environmental compatibility such as no electromagnetic pollution. There are also some 

disadvantages with FSO such as stronger atmospheric influences like rain, snow, fog, and direct 

sunlight.  

FSO transmission uses the same principle as fibre optic transmission except that it 

employs air as the transmission medium rather than a waveguide. This LOS technology 

normally requires the signal the transmitted in a narrow beam between the transmitter and the 

receiver. The quality of the FSO transmission is contingent on the weather conditions of the 

transmission medium, thus, FSO transmission is normally better in cold, dry, clear weather. 

Normally, FSO data rates range from 100Mbps to 10Gbps [81]. A typical optical 

communication system comprises a transmitter that encodes a message into an optical signal, 

a channel that carries the signal to its destination, and a receiver that decodes the message from 

the received optical signal. The main limitation of an FSO link is low cloud/fog attenuation 

that provides poor FSO link availability limiting the transmission signal to noise ratio to 

100dB/km [82].  

Now-a-days FSO systems are used for the quick setup of short-range inner-city links 

(point-to-point), broadband links over motorways, rail tracks or rivers, and for secure 

connections between company buildings and corresponding institutions. More applications 

could include the connection of mobile emergency response services, the fire brigade, and 

armed forces to a backbone network during crisis operations. The transmission rates may reach 

gigabit-per-second over few kilometres using the unlicensed frequencies in the hundreds of 

Terahertz. 

Consideration towards FSO is enhanced by several factors. First and foremost, more and 

more bandwidths are needed by the user. The way e-commerce is getting popular, service 

providers need to offer more bandwidth to the customers. Secondly, FSO is cheap. Service 

providers are always in pressure to give service to customers as the lowest price. In these cases, 

FSO is not only cheaper than fibre optic cabling but is also cheaper than other popular 
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technologies like the Digital Subscriber Line (DSL) or cable modem services. Finally, FSO 

technology brings new possible services such as resilient delivery of data to remote areas. 

2.5 Network Planning Tools 

Network planning is an essential part of any network deployment. The prices of 

commercial network planning tools are expensive, making them inaccessible to many 

researchers and organizations with small networks. Developing a network planning tool 

consists of different activities such as programming, algorithm implementation and so forth. A 

network planning tool can add intelligence, automation and efficiency to multilayer optical 

networks, from design to commissioning. It provides a comprehensive set of engineering, 

planning and analysis functions for multi-technology networks, reducing total cost of 

ownership by ensuring the deployment of cost-efficient configurations. The current backbone 

networks are built according to a multilayer concept, where Multi-Protocol Label Switching 

(MPLS) traffic flows are routed over optically switched light-paths with typical rates of 

10/40/100 Gbps. Multilayer optical networks have prompted the development of new cross-

layer approaches to network planning, combining optimization of the optical and electronic 

layers [47]. 

We design and implement a network-planning tool to evaluate the feasibility of low-cost 

network deployment in a rural context. Although there are some networking-planning tools 

available, most of them are commercial. More than that, our network-planning tool will 

consider the environment and trade-offs to discover suitable FSO node locations. 

2.6 Genetic Algorithms (GA) 

Genetic Algorithms (GA) are adaptive heuristic algorithms based on the ideas of natural 

selection and genetics. GA is one of the most familiar categories of evolutionary algorithm. 

GA is global search method that mimics the metaphor of natural biological evolution, which 

was initially developed by John Holland, University of Michigan in 1970s and further 

developed by De Jong and Goldberg. GA operates on a population of potential solutions 

applying the principle of survival of the fittest to produce best approximations to a solution. 

Although randomised, GA is by no means random, instead it exploits historical information to 

direct the search into the region of better performance within the search space [84]. In simple 

words, GA provides a global search and optimisation technique through coding and special 

operators.  

A GA works with a number of solutions in each iteration which are often coded in binary 

strings. At each generation, a new set of probable solutions is created by the process of selecting 

individuals according to their level of fitness in the problem domain and breeding them together 

using operators borrowed from natural genetics. This process leads to the evolution of 

populations of individuals that are better suited to their environment than the individuals that 

they were created from.  

Every probable solution or individual from population is assigned a fitness which is 

directly related to the objective function of the search and optimisation problem. After that, the 

population of individuals is modified to form a new population by applying three core 
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operators: reproduction, crossover, and mutation. Therefore, GA is the method of solving 

problems by utilising the processes of selection, crossover and mutation. 

A GA maintains a population of candidate solutions such as shown in Figure 3 where 

each candidate solution is usually coded as a string called a chromosome. In this instance, each 

gene could be the X-Y coordinates of a node location on a map. A set of chromosomes forms 

a population, which is evaluated and ranked by a fitness function. This plays a critical role in 

GAs because it provides information concerning how good each chromosome is, which in turn 

determines its likelihood of mating to ensure its genes survive into the next generation. The 

initial population is usually generated at random. The evolution from one generation to the next 

one involves three main steps: fitness evaluation, selection and reproduction [85]. 

 

Figure 3: Possible Chromosome Structure (Ni is Number of the Node) 

Each chromosome represents a possible solution. Solutions from one population are 

taken and used to form a new population which may be better than the old one [86]. Solutions 

that are selected to form new solutions are selected randomly but based on their fitness – the 

more suitable they are the more chance they have to reproduce and survive. This is a repeated 

process until some condition is met which is called the termination criterion. A simple GA 

working principle is shown through the flowchart in Figure 4. 

Once an initial population of chromosomes has been created the chromosomes are 

evaluated based on their fitness in terms of line-of-sight to their peers, the range to their peers, 

etc. The fitness function is used to assess the "goodness" of the solution and provides a score 

with which chromosomes can be compared. As a result of evaluation, all the chromosomes are 

thus ranked based on their fitness score. Environment selection permits the fittest solutions 

from the current population to be carried forward to the mating pool and the lower scoring ones 

are killed off, losing the chance to reproduce. 

N1             N2 N3 N4 . . . . . . . .    .  . . . . . . . . . .   … . . .  .      N n-3 Nn-2 Nn-1 Nn

XY      XY XY XY ……….    ……..    ……..  ……….    XY      XY XY XY
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Figure 4: Simple Genetic Algorithm Flowchart 

The mating pool retains desirable solutions. Pairs of solutions are selected randomly 

from the mating pool to reproduce. Reproduction covers two actions: crossover and mutation. 

Crossover involves the splicing together part of the chromosome from one parent with the 

residual part of another. This can be single point crossover or a more complex mechanism. This 

is followed by mutation. The mutation mechanism is used to maintain diversity between 

generations by randomly altering genes with a certain probability. This process leads to the 

formation of the next generation of chromosomes, which are then evaluated in terms of fitness 

and the cycle repeats until a terminal condition is reached as shown in Figure 4. 

The steps of simple Genetic Algorithm are described below: 

1. Start: Generate random population of n chromosomes. 

2. Fitness: Evaluate the fitness f(x) of each chromosome x in the population. Rank the 

results from best to worst.  

3. Termination condition: If the end condition is satisfied, stop, and return the best solution 

in current population, else move to Step 4. 

4. Place the best solutions in the mating pool. Discard the weaker solutions. 
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criteria met?
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5. New population: Create a new population by repeating following Steps 6-9 until the 

new population is complete. 

6. Selection: select two parent chromosomes from the mating pool. This can be according 

to their fitness: the better the fitness, the bigger chance to be selected by using various 

selection schemes. 

7. Crossover: With a given crossover probability, crossover the parents to form new 

children. If no crossover is performed, the children are an exact copy of the parents. 

8. Mutation: With a given mutation probability, mutate new child at each gene position in 

the chromosome. 

9. Replace: place children in a new population. 

10. Once new population is complete return to Step 2. 

In contrast to a local search method, GA is based on a set of independent operators such as 

selection, crossover, and mutation controlled by a probabilistic strategy. GA is an example of 

an evolutionary algorithm which is used to solve problems that do not have well-defined 

solutions. 

2.7 Multi-Objective Evolutionary Algorithms (MOEA) 

The presence of multiple objectives in a problem gives rise to a set of optimal solutions 

instead of a single optimal solution. One of these Pareto-optimal solutions cannot be said to be 

better than the other. This demands a user to find as many Pareto-optimal solutions as possible. 

Classical optimization methods suggest converting the multi objective optimization problem 

to a single-objective optimization problem by emphasizing one particular Pareto-optimal 

solution at a time. Again, over the past decade, a number of Multi Objective Evolutionary 

Algorithms (MOEAs) have been suggested [27] [87] [88] [89]. The primary reason for this is 

their ability to find multiple Pareto-optimal solutions in one single simulation run. 

An evolutionary algorithm uses mechanisms inspired by biological evolution, such as 

reproduction, mutation, recombination, and selection to solve problems. Genetic Algorithms 

are the most popular type of evolutionary algorithm. A potential solution to a problem is 

typically encoded as a set of properties or numbers to form a chromosome. Each candidate 

solution can then be mutated and crossed with other potential solutions to create new solutions 

that may be better, or more fit, than the parent(s) based on a specific fitness function. Better 

solutions have a greater chance of reproduction, effectively leading to a guided search for the 

“best” overall solution. However, for multi-objective problems the trade-off between fitness 

objectives must be addressed. There are many methods to solve multi-objective programming 

problems, and they can be classified into two types [90] as follows: 

1. Switching to single-objective programming: This method integrates all the objectives 

into a single objective by developing a scalar equation using a weighting factor 

2. Finding Pareto optimality: this involves the construction of a Pareto front by searching 

a set of potential solutions and creating a set of non-dominated cases according to 

specific criteria. 

Multi-objective optimization is a procedure for optimizing two or more conflicting 

objectives simultaneously subject to certain constraints [91]. The conventional way to solve 
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multi-objective optimization problems is to use weighted sum technique or constraint-based 

technique. One of the ways to solve multi-objective optimization problems is to use multi-

objective evolutionary algorithms (MOEA). Most MOEAs in the literature are based on 

Genetic Algorithms (GA). These include the Nondominated Sorting Genetic Algorithm 

(NSGA), Strength Pareto Evolutionary Algorithm (SPEA) etc.  

Evolutionary based algorithms use the concept of GA to solve the multi-objective 

optimization problem. There are two types of multi-objective Evolutionary Algorithm that 

mostly discussed, those are: non-elitist and elitist.  The steps of an MOEA are following: 

1) Initialization: initialize a random population 

2) Fitness assignment: assigning a rank to each individual of the population 

3) Variation: apply crossover, mutation on the mating pool 

4) Environmental selection: select the best solutions according to the mating pool 

5) Termination criteria: repeat above steps until termination criteria met. 

MOEAs are based on a population in which the iterations are performed on a set of 

solutions and after each generation it returns more than one solution. MOEAs are popular for 

solving multi-objective optimization problems due to the following reasons: 

1. They are easy to implement 

2. They typically return more than one optimal solution 

3. There is less chance of the algorithm getting stuck in local minima 

4. They are flexible and robust 

5. They do not require any a prior knowledge of the problem [92] 

In MOEAs and even in GA, many times good solutions get lost when crossover or mutation 

results in children which are weaker than their parents. Often the MOEAs re-discover these 

lost improvements in subsequent generations, but there is no guarantee. To solve this issue, 

researchers use a mechanism known as elitism [92]. Elitism is a mechanism to preserve the 

best solution(s) at every generation. There are two main goals in every MOEA: convergence 

towards the optimal Pareto front and maintaining diversity in the Pareto solution set. 

Most of the difficulties associated with classical optimization methods as summarized 

below are eliminated when using evolutionary algorithms: 

• An algorithm has to be applied many times to find multiple Pareto-optimal solutions. 

• Most algorithms demand some knowledge about the problem being solved. 

• Some algorithms are sensitive to the shape of the Pareto-optimal front. 

• The spread of Pareto-optimal solutions depends on efficiency of the single objective 

optimizer. 

In general, the goal of a multi-objective optimization algorithm is not only guiding the search 

towards the Pareto-optimal front but also maintaining population diversity in the set of the 

nondominated solutions. 
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2.8  Strength Pareto Evolutionary Algorithm (SPEA) 

Strength Pareto EA is an approach to multi objective optimization that uses a mixture of 

established and new techniques in order to find multiple Pareto-optimal solutions in parallel. 

SPEA stores the nondominated solutions found so far externally as done in [93] [94] [95] and 

uses the concept of Pareto dominance in order to assign scalar fitness values to individuals. It 

also performs clustering to reduce the number of nondominated solutions stored without 

destroying the characteristics of the tradeoff front [96]. SPEA uses the same technique as 

Genetic Algorithm (GA) but the fitness of an individual is determined only from the solutions 

stored in the external nondominated set and all solutions in the external nondominated set 

participate in the selection. This algorithm-based approach has the following features: 

• It uses an improved fitness assignment scheme which for each individual it takes 

into account how many individuals it dominates and is dominated by. 

• Archive truncation method guarantees the preservation of boundary solutions. 

• A nearest neighbor density estimation technique is incorporated which allows a 

more precise guidance of the search process. 

The flow of the algorithm is as follows: 

1) Initialization: Generate an initial population P0 with N size and create an empty 

archive Pareto optimal set (of max size M). 

2) The following steps are used to update the external Pareto-optimal set 

a. Search the population for the nondominated individuals and copy them to 

the external Pareto set. 

b. Search the external Pareto set for the nondominated individuals. 

c. If the number of the individuals in the external set is <M, then, the best 

dominated individuals are copied into the new external set 

d. If the number of the individuals in the external set is >M, then an archive 

truncation technique is invoked which iteratively removes individuals. 

3) Fitness assignment: Calculate the fitness values of individuals in the external Pareto 

set and the population Pt as follows: 

a. Assign Strength value for each individual in the external Pareto set and the 

population Pt. 

b. The raw fitness is determined by the strength of its dominators in both the 

archive and population. 

4) Selection: select two individuals at random from the updated external set and 

compare their fitness. Select the better one and copy it to the mating pool. 

5) Crossover and Mutation: Perform the crossover and mutation operations according 

to their probabilities to generate the new population. 

6) Termination: Check for stopping criteria. 

SPEA-II is an extension of the original Genetic Algorithm [97], for multiple objective 

optimization problems. The objective of the algorithm is to identify and preserve a set of 

nondominated solutions, ideally a set of Pareto optimal solutions. The Pareto optimal solutions, 
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called the Pareto optimal set, are made up of the best nondominated solutions in the objective 

space. A computational flowchart of the SPEA approach is presented in Figure 5. 

At generation 0, an initial primary population and an empty secondary population are 

generated. The initial population has a certain size of candidate solutions. Each new candidate 

solution is generated randomly so it needs to pass the Line of Sight (LOS) test explained on 

Chapter 3.6 to confirm its viability. If the new candidate solution passes the LOS test, it is put 

into initial population. Otherwise, it is eliminated, and the generation process repeats until 

initial population is full. 

 

Figure 5: Flowchart of SPEA-II [98] 

In the evaluation stage, each candidate solution in the primary population is evaluated 

and then assigned multiple objective values. In terms of our research, end-to-end speed and 

diversity are the two objectives considered. 

When the evaluation step completes, the primary population and the secondary 

population are merged into a temporary population for fitness assignment. The size of this 

temporary population is the sum of primary population size and secondary population size 

except at the first generation as the initial secondary population is empty. Fitness assignment 

in SPEA-II [99] is on the basis of Pareto dominance. SPEA considers two methods: dominance 

rank and dominance count. Dominance rank records the number of candidate solutions by 

which a solution is dominated, and a strength value is assigned to each solution according to 

the number of solutions it is dominated by. Every solution in the temporary population has a 

strength value. After obtaining the strength value of solutions, a dominance count method is 

used for determining the fitness value. The fitness value of a certain solution is calculated by 
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summing up the strength values of its dominators. In this step, fitness with a large value means 

the solution is dominated by many solutions and conversely the fitness value of nondominated 

solutions is zero. Hence, it is important to note that a higher fitness value actually corresponds 

to the solution being less fit in the SPEA fitness assignment.  

Environmental selection determines which solutions in the primary and secondary 

populations form the next generation secondary population. To update the secondary 

population, a truncation method [99] of selection is used to select a constant number of 

solutions. All the nondominated solutions in the temporary population are copied into the next 

generation secondary population. One of three actions is then taken depending on the secondary 

population size and the size of this nondominated solution set. Those are: 

• If the secondary population size is the same as size of the nondominated solution set, 

then the secondary population is updated straight way. 

• If the size of the nondominated solution set is smaller than the secondary population 

size, then the best dominated solutions from the temporary population are used to make 

up the shortfall. 

• If the size of nondominated solutions exceeds the secondary population size, then some 

solutions are eliminated based on their density information given by the K-nearest 

neighbours [99]. 

After the secondary population update completes as above, mating selection is performed 

to determine which solutions are chosen from the secondary population to form the mating 

pool to reproduce offspring. The mating pool is cleared before the mating selection at every 

generation. Tournament selection with replacement is used. This means that two solutions are 

randomly selected from the secondary population and after comparing their fitness, the better 

solution is copied into the mating pool. The size of the mating pool is determined with a 

nominal value and can be similar to the size of secondary population. 

In the reproduction stage, offspring are created by two genetic operations: crossover and 

mutation, both controlled by certain rate. Before reproduction, the primary population is purged 

ready for holding the offspring. Initially, two chromosomes from the mating pool are selected 

randomly to be the two parent chromosomes, then two children are generated according to 

crossover and mutation operators which is described below. Before entering the primary 

population, the children go through a LOS test, and failures are eliminated. This process repeats 

until the primary population is full and generation counter incremented. 

Crossover produces offspring by exchanging gene information from the two parent 

chromosomes, that permits the combination of part of each parent to potentially generate better 

offspring. In the binary representation, there are many kinds of crossover such as: one-point 

crossover, two-point crossover and uniform crossover. Only one-point crossover is considered 

here. In simple one-point crossover, the position of crossover point is firstly randomly selected. 

Then, the two parent chromosomes are broken into two parts according to the crossover point. 

Finally, the first part of parent 1 and the second part of parent 2 are combined to become the 

first offspring. Similarly, the second offspring is generated by combining the second part of 

parent 1 and the first part of parent 2. Figure 6 shows a demonstration of the crossover process. 
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Figure 6: Crossover Demonstration 

Mutation is used for maintaining the genetic diversity from one generation to another 

by potentially altering some gene values randomly. For each gene in a chromosome, a uniform 

random variable is firstly generated in the interval [0, 1]. An example of mutation is shown in 

Figure 7. 

 

Figure 7: Process of Mutation Operator 

When the terminal condition, which is the maximum number of generations, is reached the 

simulation stops. Then, the secondary population in the final generation is the outcome. 

2.9  Pareto Front (PF) 

In MOEAs, a solution is called a non-dominated solution if it is better in all objectives 

than other solutions or it is strictly better than other solutions in at least one objective. When 

we plot these non-dominated solutions on a graph, such a graph is called a Pareto front, which 

shown in Figure 8, and solutions on the Pareto front are called the Pareto Set (PS). A set of 

non-dominated solutions found at the termination of the MOEA produce the (near) optimal 

Pareto front. These solutions are called the optimal Pareto solutions. 
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Figure 8: MOEA with Pareto Front [27] 

There are many methods to solve multi-objective programming problems, and it can be 

classified as two types [90] as follows: 

a) Switching to single-objective programming: This method integrates all the 

objectives into a single objective by developing a scalar equation using a weighting 

factor 

b) Finding Pareto optimality: This constructs a Pareto front by searching a set of 

efficient solutions for the best non-dominated ones according to specific objectives. 

 

Figure 9: Pareto Optimal Front Demonstration 

 Let us compare solution 3 and 5 in Figure 9, because this comparison reveals a 

significant observation. It is clear that solution 5 is better than solution 3 in the first objective, 

while solution 5 is worse than solution 3 in the second objective. This simply suggests that we 

cannot conclude that solution 5 dominates solution 3, nor can we say that solution 3 dominates 

solution 5. This is because we aim to maximise f1 while f2 needs to be minimised. When this 

happens, we say that solution 3 and solution 5 are non-dominated with respect to each other. 

When each objective is essential, it cannot be said which of the two solutions 3 or 5 is better. 
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Many problems have multiple objectives, leading to set of optimal solutions, which are 

considered effective solutions. MOEA is highly effective for finding (near) optimal solutions 

in a simulation environment. Multiple trade-offs can be considered when deciding on a 

particular preferred solution. The aim is to obtain a set of Pareto optimal solutions/non-

dominated solutions where none of the objective function values can be improved without 

degrading some of the other objective function values. In our case, each solution is evaluated 

by three objectives: reliability, cost, and speed. 

Evolutionary based techniques use the concept of genetics and can solve multi-

objective optimization problems. Due to the trade-offs involved, this sort of problem usually 

has no unique, perfect solution. Instead, they recognise that there are a set of equally valid, or 

non-dominated, alternative solutions known as the Pareto-optimal set. Due to multiple trade-

offs to be considered, a Pareto ranking scheme, also known as non-dominated sorting, consists 

of identifying the non-dominated individuals by assigning them a suitable rank. When 

additional information or preferences are available for the objectives, it is then possible to 

discriminate between non-dominated solutions to select the most appropriate compromise. 

 According to the rural problem explained in Chapter 1.1, the presence of multiple 

objectives such as E2E speed, battery drain, and residual battery life gives rise to multiple 

optimal solutions based on the importance of these competing performance metrics instead of 

a single optimal solution. One of these Pareto-optimal solutions cannot be said to be better than 

the other. This depends on the preferences of the user/operator; it is thus convenient to find 

many Pareto-optimal solutions to construct a Pareto front. Despite this, in MOEAs and even in 

GAs, good solutions often get lost when crossover or mutation results in weaker children than 

their parents. Thus, there are two main goals in every MOEA: 

1. Convergence towards the optimal Pareto front 

2. Maintain diversity in the Pareto set 

In general, the goal of an MOEA is to guide the search towards the Pareto-optimal front whilst 

maintaining population diversity in the set of nondominated solutions.  

2.10  Dijkstra’s Shortest Path Algorithm 

Shortest Path calculations play an important role in networking. Often, a communication 

channel needs to be setup with few resources and cost, and the shortest path may give the 

highest bitrate. By using Dijkstra’s Algorithm, these problems can be solved through an 

iterative process. The shortest path and the alternative paths can be computed based on traffic 

conditions. To solve the shortest path problem of a graph with nonnegative edge costs, 

Dijkstra’s Algorithm is used to form the shortest path tree. This algorithm is used in routing 

and other network related protocols. For a given vertex in the graph, the algorithm finds the 

least-cost path from a source to any destination. [100] provides a summary of its operation. For 

example, the shortest path algorithm is used in traffic engineering in IP networks and to 

improve Intelligent Transportation Systems [101]. Dijkstra’s algorithm finds the least cost path 

between two vertices in a graph. The algorithm works as follows: 

1. Choose the source vertex 
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2. Define a set S of vertices and initialize it to empty set. As the algorithm progresses, 

the set S will store those vertices to which a shortest path has been found. 

3. Label the source vertex with o, and insert it into S. 

4. Consider each vertex, not in S connected by an edge from the newly inserted vertex. 

Label the vertex not in S with the label of the newly inserted vertex + the length of 

the edge. But if the vertex not in S was already labelled, its new label will be min 

(label of newly inserted vertex + length of an edge, old label) 

5. Pick a vertex not in S with the smallest label, and add it to S. 

6. Repeat from step 4, until the destination vertex is in S or there are no labelled vertices 

not in S. If the destination is labelled, its label is the distance from source to 

destination. If it is not labelled, there is no path from the source to the destination. 

2.11  NSGA Crowding Distance 

Non-dominated Sorting Genetic Algorithm (NSGA) is a popular MOEA that employs 

binary tournament selection, an elite preserving strategy, nondominated sorting and a crowding 

distance mechanism to obtain a good quality and uniform spread nondominated solution set. 

Enhancing a set of non-dominated solutions is a common task for MOEAs such as SPEA [99] 

and NSGA [27]. As mentioned earlier, diversity, convergence and robustness of Pareto 

solutions are important factors in the suitable operation of MOEAs. It is of great importance to 

produce a Pareto Front (PF) with good diversity and that can achieve efficient and varied 

solutions for decision-makers. To maintain diversity in a PF, a diversity maintenance strategy 

is often used. In this thesis, a Crowding Distance (CD) diversity maintenance strategy is 

implemented, similar to that used in NSGA-II.  The NSGA-II CD mechanism is illustrated in 

Figure 10.  

 

Figure 10: NSGA-II Crowding Distance Process [102] 

The CD method was first suggested for use with NSGA-II in [102]. This method works 

by estimating the average side-length of cuboid surrounding an individual as shown in Figure 

11. In this method, the population is first ranked according to the dominance relation to identify 

the non-dominated front. The CD is then calculated by summing the average distance of the 

two nearest solutions on either side of the solution corresponding to each objective function. 



Page 43 of 166 

Finally, the population is sorted according to the dominance rank and crowding distance and 

the top-ranking individuals are picked and inserted into the next population until a desired 

number of individuals are selected. 

 

Figure 11: Crowding Distance Calculation [102] 

This method can be used to maintain the population diversity without any extra user-

defined parameters. It works by directly eliminating all redundant individuals, which have the 

lowest crowding distance from the non-dominated solutions. However, this may cause some 

loss of population diversity, both vertically and horizontally. The vertical diversity loss is due 

to many individuals in the population becoming non-dominated solutions after a few 

generations. The number of non-dominated and non-elitist solutions reduces quickly leading 

to vertical diversity loss. The horizontal diversity loss can result from two scenarios. Firstly, a 

solution which is near to one of its neighbours in a large cuboid can have a poorer diversity 

than another solution which is equidistantly located in a small cuboid. Assume that a solution 

needs to be removed from non-dominated solutions as seen in Figure 11. In this research 

horizontal vertices have been used. There are several vertical techniques described in [103] and 

[104]. This is the second scenario. 

2.12  Software-Defined Networking (SDN) 

The Software-Defined Networking (SDN) [105] [106] [107] [108] [109] architecture has 

emerged in response to the restrictions of traditional networking architectures due to the 

complexity of network devices and appliances and difficulty of installation and configuration. 

SDN proposes to decouple the control plane and data plane. This separation enables network 

operators/administrators to efficiently use network resources simplifying provisioning. Also, 

SDN provides ease of programmability [110] representing the characteristics of whole 

networks in a common manner. This streamlines the management of the network since it is 

decoupled from the data plane. Therefore, network operators can easily and quickly manage, 

configure, and optimize network resources with dynamic, automated and proprietary-free 

programs with the SDN architecture [111]. Additionally, since the network is logically 

centralized in SDN, controllers have global visibility, unlike conventional networking. Hence, 

they can dynamically optimize flow-management and resources. 

The principal concept behind SDN is based on the separation of the control plane from 

the data plane in the architecture. This paradigm allows for a logically centralized controller, a 
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central program acting as the Network Operating System (NOS), controlling and managing the 

overall behaviour of the network. The network devices such as sensor nodes and switches exist 

in the data plane and simply forward data based on flow instructions provided by the controller. 

The overall architecture is shown in Figure 12. 

 

 

Figure 12: SDN Overall Architecture 

SDN has emerged as a promising solution to revolutionize network deployment, 

operations and economic growth. This paradigm aims to address management and 

configuration complexities in legacy networks to reduce the total cost associated with 

deploying and running telecommunication infrastructures. Conventionally, network control 

and data planes are tightly coupled and deployed within the same proprietary network device. 

SDN presents an alternative paradigm by decoupling the control plane from the data plane, 

abstracting lower-level functionality of underlying hardware and enabling network 

programmability through a centralized controller. As the “brain” of the network, the controller 

can promptly and proficiently process and respond to changes in the data plane. 

Although not a focus of our research SDN is envisioned to provide the support necessary 

for the traffic engineering framework we propose in later chapters of this thesis, enabling 

reconfiguration of the FSO relay nodes. 

  

Application Plane (Network applications)

Data Plane (Network of switches, nodes)

Control Plane (Controllers/NOS)
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Chapter 3. Network Planning Tool 

This research aims to improve the rural broadband infrastructure by developing a new 

network planning tool that will enable the construction of a low cost Free-Space Optical (FSO) 

based infrastructure. This technology can overcome many of the limitations of traditional 

cabling. It also provides a cheap alternative to mobile telecommunications technologies such 

as 4G LTE. The cellular model of this technology is designed for densely populated areas and 

face the same connectivity and capacity gaps as traditional broadband [79]. Satellite broadband 

can be a solution in very sparsely populated areas, but it often suffers from high latency, lack 

of significant bandwidth, and high data costs. Despite being cheap, FSO data rates range from 

100Mbps to 10Gbps and with suitable planning, path redundancy can be provided for 

resilience. 

Some rural areas have geographical disadvantages, being situated with many obstacles. 

The deployment costs associated with standard copper cable or fibre optic means these 

technologies cannot feasibly reach these areas. So before setting up the network infrastructure, 

intelligent network planning is necessary, and thus, we have designed a networking planning 

tool that is intended for rural areas. The network-planning tool is used to determine the suitable 

placement of relay nodes using FSO technology taking into account the terrain topography, as 

shown in Figure 13. 

 

Figure 13: Network Planning Scenario 

Due to hills etc., the tool can place nodes only where a line of sight is possible. The 

search and optimization are done through a Genetic Algorithm (GA) to start with. The GA is 

implemented in Java and used within our research to determine the placement of relay nodes 

for FSO-based rural broadband.  

3.1 Initial Design with a Genetic Algorithm (GA) 

A GA has been developed with specific parameters, determined based on various 

experiments. A fitness function has been designed for finding the node placement in rural 

terrain areas. Chapter 3.3 describes our fitness function. Apart from the fitness function, the 

GA parameters we have used are: 
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• No of Chromosomes: 20 

• No of place-able nodes: variable (typically 3) 

• Additional fixed nodes: 2 (source and destination) 

• Crossover percentage: 70% 

• Mutation percentage: 30% 

• No of Generations: 100 

A classic GA was described in Chapter 2.6, and a flow-chart of its structure is shown in 

Figure 14. As Line of Sight (LOS) is one of the requirements of FSO, our GA tool incorporates 

obstacles and tests for LOS.  

 

Figure 14: Simple Genetic Algorithm Process 

With these GA parameters, together with the fitness function, a simple network 

planning tool has been designed for a prototype rural network infrastructure. An initial output 

from the tool is shown in Figure 15. In Figure 15, example relay node placement is shown with 

latitude and longitude coordinates. 

Initial input for non-LOS coordinate
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Figure 15: Initial Output of the GA Networking Planning Tool 

3.2 Requirements 

FSO technology has been chosen based on its capability. FSO circumvents many of the 

pitfalls that currently exist in rural broadband. The operational expense problem is mostly 

eliminated with FSO, but there are some disadvantages, too. FSO placement needs to be done 

carefully in geographical locations such as hilly areas. This is due to the line of sight (LOS) 

requirement for nodes that are intended to communicate with each other. 

One of the main issues with the technology is that fog and severe weather can have a 

detrimental impact on the performance of the FSO system. The main factor is fog, with rain 

and snow also contributing to the maximum distances that can be achieved. Although not 

explicitly addressed in our network planning tool, this requirement is taken into account with 

our traffic engineering tool, as described in Section 5.7. 

A further requirement is the placement of specified number of relay nodes (i.e. this is a 

design parameter) such that end-to-end speed or diversity is maximised, or a weighted 

combination of the two is sought. 

3.3 Fitness Function 

During the reproduction phase, each individual is assigned a fitness value derived from 

its raw performance measures. This value is used in the Selection process to bias choice towards 

more fit individuals. Once the individuals have been assigned a fitness value, they can be 

chosen from the population and recombined to produce the next generation. The fitness 

function is calculated as: 

 Total Fitness = α (Path distance) + (1 – α) (Deviation from average) 

Where, α = constant contributor (initial value range 0…1) 
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According to our problem requirements, the tool searches in an attempt to optimize the 

relay node placement. Initially, Total fitness is determined through the shortest distance, which 

calculated as: 

 𝑃𝑎𝑡ℎ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  
𝛽.𝑆𝑡𝑟𝑎𝑖𝑔ℎ𝑡 𝑃𝑎𝑡ℎ

𝐴𝑐𝑡𝑢𝑎𝑙 𝑃𝑎𝑡ℎ
 

Where β = constant contributor (initial value 100) 

 𝑆𝑡𝑟𝑎𝑖𝑔ℎ𝑡 𝑃𝑎𝑡ℎ =  √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 

For our cases, the distance is calculated straight from the Source to Destination. Assuming 

these are located at diagonal opposites on a 50 x 50 grid, we have: 

 𝑆𝑡𝑟𝑎𝑖𝑔ℎ𝑡 𝑃𝑎𝑡ℎ =  √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 

 𝑆𝑡𝑟𝑎𝑖𝑔ℎ𝑡 𝑃𝑎𝑡ℎ =  √(49 −  0)2 + (49 −  0)2 

    =  √2401 + 2401 

   =  √4802 

   = 69.3 km 

The actual path of all nodes gives a comparison of the distance relative to the ideal 

situation, and we divide the straight path by the actual path. That means we are giving more 

credit if the actual path is closer to a straight path. 

Now, the actual path is a summation of all inter-node distances along the path as follows: 

 𝐴𝑐𝑡𝑢𝑎𝑙 𝑃𝑎𝑡ℎ =  ∑ 𝐷1
𝑁−1
1 + 𝐷2 + 𝐷3 + 𝐷4 

Where… 

𝐷1 =  √(𝑆𝑥 − 𝑁1
𝑥)2 + (𝑆𝑥 − 𝑁1

𝑦
)2 

 𝐷2 =  √(𝑁2
𝑥 − 𝑁1

𝑥)2 + (𝑁2
𝑦

− 𝑁1
𝑦

)2 

 𝐷3 =  √(𝑁2
𝑥 − 𝑁3

𝑥)2 + (𝑁2
𝑦

− 𝑁3
𝑦

)2 

 𝐷4 =  √(𝑁3
𝑥 − 𝑁𝐷

𝑥)2 + (𝑁3
𝑦

− 𝑁𝐷
𝑦

)2 

The mean absolute deviation of a data set is the average distance between each data 

value and the mean. The mean absolute deviation is a way to describe variation in a data set. 

This helps us get a sense of how uneven the distance between adjacent relay nodes along the 

path is. The deviation from the average is expressed as: 

 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =  √
1

𝑁−1
∑ (𝑥𝑖 − 𝜇)2𝑁−1

1  

Where N = total number of nodes, and xi = the distance from one node to another, including 

Source and Destination, in the actual path. For example: 
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 𝑥1 =  √(𝑆𝑥 − 𝑁1
𝑥)2 + (𝑆𝑥 − 𝑁1

𝑦
)2 

 𝑥2 =  √(𝑁2
𝑥 − 𝑁1

𝑥)2 + (𝑁2
𝑦

− 𝑁1
𝑦

)2 

 𝑥3 =  √(𝑁2
𝑥 − 𝑁3

𝑥)2 + (𝑁2
𝑦

− 𝑁3
𝑦

)2 

 𝑥4 =  √(𝑁3
𝑥 − 𝑁𝐷

𝑥)2 + (𝑁3
𝑦

− 𝑁𝐷
𝑦

)2 

 We set µ = Average of straight-line distance. In our case, the average of straight-line 

distance, µ is calculated by computing distance from source coordinate (0, 0) to destination 

coordinate (49, 49) divided by the number of nodes from the source.   

 𝜇 =  
√(𝑥2− 𝑥1)2+(𝑦2− 𝑦1)2

𝑁
 

 𝜇 =  
69.3

4
 

 𝜇 =  17.325 km 

Finally, deviation from mean provide a means to ensure suitably spaced node locations that put 

equal distances between adjacent nodes, the including source and destination. This ensures the 

best end-to-end speed is achieved. 

 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =  
𝛾∗𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛

𝜇
 

Where, 𝛾 = constant contributor 

3.4 Implementation 

The primary focus at the initial stage is to implement a tool that can position relay nodes 

using Free Space Optical (FSO) technology. We create a GA-based implementation of design 

described in Chapter 3 for providing deployment information as shown in Figure 13 The 

network planning tool is implemented in accordance with the flow chart shown in Figure 14. 

In the GA process, the word “Chromosome” is encoded with positioning information of the 

relay nodes that will be placed in rural areas, with the possibility of obstacles. The initial role 

of this tool is to identify the correct node placement in a rural area under the constraint 

explained in Chapter 3.3. 

The tool runs on a search space, assuming the rural broadband needs to be delivered from 

a fixed Source to Destination. The source has access to unlimited energy and so can always 

transmit at high power. The Destination is a rural receiver to provide broadband services to 

rural people. Initially, the tool randomly generates chromosomes representing different relay 

node placements. 

3.5 Fitness function Evaluation 

The first step of evaluation or selection is to assess the fitness of each chromosome and 

assign it a score. This process varies depending on the process. This can be based on simple 
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line of sight or range/distance between each node. The location of the nodes can be used to 

calculate inter-node distances and so determine a score based on the fitness function. A data-

structure as shown in Table 2 is used to store the relevant information. 

Table 2: Chromosome Evaluation 

Chromosome 

No 

Fitness score Node 1 

coordinate 

Node 2 

coordinate 

Node 3 

coordinate 

1  𝑁1
1 𝑁2

1 𝑁3
1 

2  𝑁1
2 𝑁2

2 𝑁3
2 

3  . . . 

4  . . . 

5  . . . 

6  . . . 

7  . . . 

8  . . . 

9  . .  

10  𝑁1
10 𝑁2

10 𝑁3
10 

Table 2 shows that each chromosome stores coordinates of three nodes. The tool creates 

a total of 10 chromosomes for this problem. 

3.6 Line of Sight (LOS) 

The fitness score can be based on the distance between each node to then decide what 

ranking it has relative to other chromosomes. It can also include a test for line of sight (LOS) 

of the individual node. As we chosen FSO for this research, it is necessary to have LOS between 

two nodes to form a valid transmitting link. This LOS test checks for any obstacle directly 

between two nodes. If nodes fail the LOS test, then there is no valid link between those nodes. 

 

Figure 16: LOS Evaluation 

Figure 16 shows a blue line that can see both 𝑁1
1&𝑁2

1 and the red line can see 𝑁2
1 but can’t 

see 𝑁3
1. Therefore, we apply certain rules as follows: 
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 According to Figure 16, any two node connections can’t overlap the blockage in the 

search space. Otherwise, LOS is broken. 

 Any node between source and destination has to connect with the closest node. The 

source or destination cannot skip the nearest node and connect with another node. 

 In terms of geography, especially areas of hilly terrain, all nodes have to connect 

considering the height of land as the sender nodes need LOS to communicate with 

receiver nodes. 

To do this line of sight, the procedure below is followed:  

If a node finds any node or S or D in range, then it will receive 10 points straight away and 

then follow the below equation: 

Score = fitness function + line of sight factor. 

3.7 Chromosome Selection 

The initial GA process starts with generating chromosomes randomly and evaluates them 

with fitness function evaluation explained in Chapter 3.5. The chromosomes showed in Table 

2 are going through the LOS test and given fitness score using the fitness function explained 

in Chapter 3.3. After ranking them, the best chromosomes are stored before placing them into 

the mating pool. This is part of the evaluation/selection process but can be done separately. In 

Figure 16, if we take the best ranked 70% of chromosomes and delete 30% chromosomes, 

seven chromosomes will survive in the mating pool and so go on to the process of mating. For 

example, the best chromosomes are in Table 3. 

Table 3: Best Chromosomes Preserved 

Chromosome 

No 

Fitness score Node 1 

coordinate 

Node 2 

coordinate 

Node 3 

coordinate 

1 23 𝑁1
1 𝑁2

1 𝑁3
1 

2 28 𝑁1
2 𝑁2

2 𝑁3
2 

3 25 . . . 

4 … . . . 

7 … . . . 

8 .. . . . 

9 .. . .  

10     

 

3.8 Ranking 

In this step, all chromosomes are sorting according to their fitness score as represented 

in Table 4. The most fit chromosome stays on the top, and potentially represents our final 

output if the tool has reached the final generation. 
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Table 4: Ranked Chromosomes 

Chromosome 

No 

Fitness score Node 1 

coordinate 

Node 2 

coordinate 

Node 3 

coordinate 

2 28 𝑁1
1 𝑁2

1 𝑁3
1 

3 25 𝑁1
2 𝑁2

2 𝑁3
2 

1 23 . . . 

4 … . . . 

7 … . . . 

8 .. . . . 

9 .. . .  

10     

 

3.9 Final Output 

The tool gives an output of the coordinate of nodes in search space. These outputs are 

represented in different forms. The first example output, as shown in Figure 17, represents a 

topological representation of a rural network without considering obstacles. The output shows 

the actual node placement.  

 

Figure 17: Example LOS Topological Representation 

Another output considers an obstacle. The blue coordinates in Figure 18 represent the 

obstruction. Rural areas may have plenty of obstacles, such as hills. Therefore, LOS needs to 

consider in this tool. This tool should be able to detect any blockage in the LOS between nodes. 
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Figure 18: Topological Representation with an Obstacle (Blue Region) 

3.10  Validation 

A Genetic Algorithm (GA) is a heuristic optimization algorithm that can provide a (near) 

optimal solution depending on the scenario, number of generations, and so forth. In our case, 

Figure 17 is a scenario without obstacles and it is easy to confirm that the relay node placement 

is as anticipated, i.e. along the shortest path between the source and destination with the relay 

nodes equally spaced. In Figure 18 the situation is more complex as an obstruction lies along 

the shortest path. As such, placing nodes along this path would fail the LOS test.  

At this point, to find out the exact solution to the problem, a scenario has been set up to 

verify that our tool is able to find an appropriate solution. We consider a rural scenario using a 

50x50 grid without obstructions and comprising three relay nodes in addition to the source and 

destination. If our source is at grid-square (0,0) and our destination is at (49,49) and three relay 

nodes are to be placed between source and destination, it should result in an arrangement from 

source to the destination as shown in Figure 19. This is the perfect solution for our rural 

problem. It represents the shortest path with the nodes evenly spaced. 

 

Figure 19: The Optimal Solution 
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We run our tool to see whether it yields the same output as shown in Figure 19, the 

ideal placement of relay nodes. The actual output from tool, given in Figure 17, looks very 

similar to the ideal solution. This provides confirmation that our tool is functioning correctly. 

The slight variation in the placement is a result of quantization error as our scoring mechanism 

is based on a discretised range profile. 

3.11  Performance Validation 

One crucial issue for the success of genetic algorithms, especially for complex problems, 

is to avoid the premature convergence to suboptimal regions of the search space. The premature 

convergence of a genetic algorithm arises when the chromosomes of some high rated 

individuals quickly attain dominance in the population, constraining it to converge to a local 

optimum. In this case, the genetic operators cannot produce any more descendants better than 

the parents [112]; the algorithm’s ability to continue the search for better solutions is, therefore, 

substantially reduced. 

In a genetic algorithm, to avoid premature convergence is imperative to preserve the 

population diversity during the evolution. Among the methods used for this, we can enumerate 

limited selection, dynamic application of mutation, constraints for crossover and mutation 

probabilities, stochastic universal sampling, variable fitness assignment, population partial 

reinitialization, individuals grouping methods, restricted mating, elitism, chromosome 

conservation techniques, ranking sort based on Pareto dominance, local searches based on 

diversity. All these methods are heuristic by definition, and their effects vary for different 

problems. 

In the real world, there are difficult instances where no single method is adequate. Again, 

another critical aspect is the double character of the population diversity: 

• Diversity in the objective space 

• Diversity in the parameter space 

For some problems, it is sufficient to preserve the diversity in one space; for others, a good 

GA must maintain population diversity in both areas. Therefore, there are two imperatives 

related to premature convergence: 

• Identify the occurrence of the premature convergence through various measures 

• Evaluate its extent 

The measures such as population size, generation count, mutation rate etc., to identify the 

premature convergence are, in fact, measures for the level of population degeneration. [113] 

uses as measure the difference between the average fitness and the best fitness in the 

population. Depending on this difference, they adaptively vary the crossover and mutation 

probabilities. The authors of [114] propose a statistical measure of the average Hamming 

distance between individuals and the variance of Hamming distances, both independent of 

chromosome number and population size. 
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3.11.1  Impact of Population Size 

To assess and eliminate premature convergence from GA, tests have been undertaken 

to determine the impact on the final output. Therefore, we explored increasing the population 

size; for example, I have set Generation = 15, Crossover = 70%, Mutation = 5%, which is our 

initial value. And our number of chromosomes, that population size is increased to 20. This is 

one strategy to attempt to eliminate premature convergence. The final generation output is 

shown in Figure 20. 

  

Figure 20: Output experiencing Premature Convergence 

The results show that premature convergence has arisen. The population simply 

consists of the same repeated chromosome after generation 12. According to Figure 21, the 

graphical output also indicates that the output is far from the ideal situation. Despite increasing 

population number, there is no sign of eliminating premature convergence, and the final 

graphical output shows the result remains far from ideal. This is a common problem with GA. 

The solution is to provide a mechanism to maintain population diversity. This is considered 

later in Section 3.11.5. 

Chromosome No Node 1 Node 2 Node 3

1 (19,15) (23,30) (25,47)

2 (19,15) (23,30) (25,47)

3 (19,15) (23,30) (25,47)

4 (19,15) (23,30) (25,47)

5 (19,15) (23,30) (25,47)

6 (19,15) (23,30) (25,47)

7 (19,15) (23,30) (25,47)

8 (19,15) (23,30) (25,47)

9 (19,15) (23,30) (25,47)

10 (19,15) (23,30) (25,47)

11 (19,15) (23,30) (25,47)

12 (19,15) (23,30) (25,47)

13 (19,15) (23,30) (25,47)

14 (19,15) (23,30) (25,47)

15 (19,15) (23,30) (25,47)

16 (19,20) (23,30) (25,47)

17 (19,15) (23,30) (25,47)

18 (19,15) (23,30) (25,47)

19 (19,15) (23,30) (25,47)

20 (19,15) (23,30) (25,47)

Generation 15
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Figure 21: Assessing Increased Population Size 

3.11.2  Impact of Generation Count 

Another set of experiments increased the number of generations when running the GA to find 

a (near) optimal result whilst eliminating premature convergence. Increasing the generation 

number gives GA more generation/time to explore the search space for good results. For this 

purpose, I set the GA parameters as Crossover = 70%, Mutation = 5% and Population Size = 

20. More importantly, I increased GA generation count to 25, 50 and 100 in turn. A sample 

output at 100 generations is given in Table 5. 
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Table 5: Increasing the Number of Generations 

Generation 100 

Chromosome No 
Node 

1 
Node 2 Node 3 

1 (7,21) (24,28) (34,39) 

2 (7,21) (24,28) (34,39) 

3 (7,21) (24,28) (34,39) 

4 (7,21) (24,28) (34,39) 

5 (7,21) (24,28) (34,39) 

6 (7,21) (24,28) (34,39) 

7 (7,21) (24,28) (34,39) 

8 (7,21) (24,28) (34,39) 

9 (7,21) (24,28) (34,39) 

10 (7,21) (24,28) (34,39) 

11 (7,21) (24,28) (34,39) 

12 (7,21) (24,28) (34,39) 

13 (7,21) (24,28) (34,39) 

14 (7,21) (24,28) (34,39) 

15 (7,21) (24,28) (34,39) 

16 (7,21) (24,28) (34,39) 

17 (7,21) (24,28) (34,39) 

18 (7,21) (24,28) (34,39) 

19 (7,21) (24,28) (34,39) 

20 (7,21) (24,28) (34,39) 

 

This change does not provide any improvement as premature convergence still exists. 

The output remains the same after generation 13. There is no impact changing the generation 

count subsequently from 25 to 100 because premature convergence has already taken place and 

the mutation operator is insufficient to reintroduce diversity. On the other hand, the graphical 

output in Figure 22 shows that the output is a bit closer to the ideal situation due to mutations 

prior to convergence. 
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Figure 22: Output with Increased Generation Count 

3.11.3 Impact of Mutation Rate 

It is essential to allow the GA to explore all of the desired search space to find an optimal 

solution. This is less likely to happen when the initial population formed for the GA covers a 

small proportion of the search space; there is a risk of getting trapped in local minima. 

Therefore, some mechanism is needed to create fresh randomly generated chromosomes or 

genes within the chromosomes during the iterative search process. I have used mutation to 

create diversity in the GA that replaces one or more nodes in selected chromosomes. Thus, I 

initiate the number of Generations = 100, crossover in 70%, Population Size 20, and I increased 

the mutation rate to 30%. This will increase the diversity of solutions during the mating process. 

There are a couple of ways to mutate any chromosome. One way is to mutate a single node of 

a particular chromosome. Another method can be to mutate the whole chromosome by 

changing all three nodes. The sample output is shown in Table 6. 
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Table 6: Final Output with Single Gene Mutation 

Generation 100 

Chromosome No Node 1 Node 2 Node 3 

1 (14,13) (22,28) (37,39) 

2 (14,13) (22,28) (18,39) 

3 (14,13) (22,28) (35,31) 

4 (14,13) (22,28) (18,9) 

5 (14,13) (22,28) (37,39) 

6 (14,13) (22,28) (37,39) 

7 (14,13) (22,28) (24,5) 

8 (14,13) (22,28) (1,33) 

9 (14,13) (22,28) (34,38) 

10 (14,13) (22,28) (37,39) 

11 (35,4) (22,28) (37,39) 

12 (14,13) (22,28) (37,39) 

13 (14,13) (22,28) (37,39) 

14 (14,13) (21,24) (37,39) 

15 (14,13) (22,28) (37,39) 

16 (14,13) (7,5) (37,39) 

17 (14,13) (22,28) (34,38) 

18 (14,13) (22,28) (37,39) 

19 (14,13) (22,28) (37,39) 

20 (14,13) (22,28) (37,39) 

 
 

If the GA mutates a single node from 3 nodes, then we see less diversity as premature 

convergence exists after generation 15. This shows this method is not compelling enough. 

Therefore, we try another way which is mutating all three nodes without increasing mutation 

rate and this way put GA more diverse as GA able to search more in our search space. This 

plan still shows that premature convergence still exists. According to the Genetic Algorithm 

and output, the repeated output is showing after generation 35. The graphical output in Figure 

23 also indicates that the output is closer to the ideal situation. But at the output, even though 

higher mutation provides extra chromosomes, which covered enough search area. The mutate 

chromosomes occur only single node rather than a whole chromosome. 
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Figure 23: Increased Mutation Scenario 

3.11.4  Multipoint (2-Point) Crossover 

So far, the tool employed single-point crossover, but it can be implemented as 

multipoint or two-point crossover. This provides more diversity and therefore, I set the tool as 

Generation = 100, Crossover = 70%, Mutation = 30%, Population Size = 20 and repeated the 

experiment. After setting up the tool, premature convergence still exists as the impact of 

crossover enough to sufficient diversity in the GA.  

3.11.5  New Chromosome Insertion 

Another method to eliminate premature convergence is the introduction of new randomly 

generated chromosome(s) into every generation that allows more coverage in the search space 

and provides more diversity in the chromosome population. I consider the case of a single fresh 

chromosome per iteration. I assess this method with Generation = 100, Crossover = 70%, 

Mutation = 30%, Population Size = 20. This method provides a method for maintaining 

diversity in the GA population. The newly injected chromosomes improve the performance by 

randomly sampling more of the search space, thus decreasing the likelihood of premature 

convergence. In this experiment convergence arises after 70 generations but the output has 

been much improved. The output is near to perfect solution we are looking for. Sample output 

is shown in Table 7. 
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Table 7: Output with Chromosome Injection 

Chromosome 
No 

Node 1 Node 2 Node 3 

1 (10,15) (26,35) (47,31) 

2 (10,15) (26,35) (47,31) 

3 (6,22) (26,35) (47,31) 

4 (10,15) (26,35) (47,31) 

5 (10,15) (26,35) (47,31) 

6 (10,15) (26,35) (47,31) 

7 (10,15) (26,35) (47,31) 

8 (10,15) (26,35) (47,31) 

9 (6,22) (26,35) (47,31) 

10 (10,15) (26,35) (47,31) 

11 (6,22) (26,35) (47,31) 

12 (6,22) (26,35) (47,31) 

13 (10,15) (26,35) (47,31) 

14 (10,15) (26,35) (47,31) 

15 (10,15) (26,35) (47,31) 

16 (6,22) (26,35) (4,28) 

17 (10,15) (26,35) (47,31) 

18 (10,15) (26,35) (47,31) 

19 (10,15) (26,35) (47,31) 

20 (12,23) (28,44) (34,49) 

 

3.12   Discussion 

In this chapter a GA-based network planning tool is implemented and evaluated in 

scenarios with and without obstructions. This network planning tool is able to determine the 

topological placement of FSO relay nodes in rural areas. Although the tool operates correctly, 

one limitation is the need to aggregate factors into a weighted sum when calculating the fitness 

of each potential solution. This means that exploring trade-offs is only possible by adjusting 

the weighting given to the various fitness parameters. Going forward, I consider an 

Evolutionary Algorithm. As mentioned in Chapter 2.7, several types of Evolutionary 

Algorithm exist, including Multi-Objective Evolutionary Algorithms (MOEA). The presence 

of multiple objectives in a problem gives rise to a set of Pareto-optimal solutions. One example 

is an elitist non-dominated sorting based MOEA, called Non-Dominated Sorting Genetic 

Algorithm (NSGA-II) in [102]. Another Pareto based evolutionary algorithm that concentrates 

on multiple objectives to find an optimal solution is called the Strength Pareto Evolutionary 

Algorithm (SPEA) [115]. I thus propose an MOEA similar to these examples. 

Network planning consists of software applications called network-planning tools. 

Different planning tools [116, 117, 118, 119] exist spanning a wide range of platforms, systems, 
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languages etc. In [47], commercial tools are discussed along with their features, before 

introducing Net2Plan. Net2Plan is an open-source network-planning tool, along with a 

repository of planning resources, that is not constrained to any specific network technology 

and is adaptable to any configurable network. Net2Plan is Java-based software, publicly and 

freely available to download from its website [83]. Although license free and other advantages, 

Net2Plan is not suitable for our project because Net2Plan is not tailored to FSO-based rural 

areas considering multiple factors. 

Another network planning tool is Mantis [49]. This tool enables the design of an optical 

network considering a number of constraints, but again the tool does not create any topology. 

Moreover, similar authors have implemented a tool called DEPLOY [120], where they tried to 

avoid vendor hardware and software dependencies whilst designing a network planning tool. 

This tool does not actually create any new topology; instead, that tool uses generic vendor-

agnostic models. It enhances the given topology with the parameters such as traffic, link 

parameters, node parameters etc.  

Finally, our network planning tool can offer ISPs an easy-to-use tool where they need to 

consider a number of parameters when deploying physical nodes in rural areas. The tool has 

provided some promising results and is shown to function satisfactorily. Applying GA to FSO 

scenarios has hitherto not been considered. This tool has also addressed a major drawback of 

GA, which is premature convergence, through the injection of fresh chromosomes throughout 

the evolutionary process. Furthermore, a number of experiments are conducted to explore the 

performance of the tool as various design parameters are adjusted. 
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Chapter 4. Network Planning Tool - Multiple Objectives 

As discussed above, part of our research is to design a new network planning tool for the 

placement of relay nodes in a rural setting. We focus on the deployment of Free-Space Optical 

technology (FSO), as it is relatively simple and cheap whilst offering high data rates. 

4.1 Problem Description 

In rural areas, the development of alternatives to traditional copper wire of narrow-band 

services has been slow and uneven. Mobile telecommunications technologies such as 4G LTE 

have given customers broadband-like bitrates through mobile devices such as smartphones; 

however, the cellular model of this technology is designed for densely populated areas and face 

the same connectivity and capacity gaps as traditional broadband  [47, 89]. As our research is 

based on rural broadband and FSO is used to build the rural network, where data rates range 

from 100Mbps to 10Gbps. The topological design of communication networks, particularly 

rural networks, is a typical multi-objective problem involving simultaneous optimization of 

various factors such as end-to-end speed and diversity of node placement. The design of a 

network planning tool to determine the suitable placement of network nodes using the above 

technology and data concerning the terrain topography is shown in Figure 13. However, as this 

is based on GA, the various performance factors are aggregated to provide a weighted sum of 

the fitness of each possible solution that is considered. 

Due to having multiple constraints in this problem, optimization of one or more of such 

factors, which makes the network efficient, is the main objective of design in most cases. End-

to-end speed and diversity of node placement are two factors that are considered to design this 

network planning tool. The problem can be stated as: given a set of node locations and the 

traffic between the nodes, it is required to design the layout of links between the nodes, it is 

required to design the layout of links between the nodes while optimizing those criteria. There 

are several situations that can arise while considering both objectives in the tool. These are as 

follows: 

• Increasing end-to-end speed gives high-speed Internet in a rural area, but node 

placement might be close to each other to achieve high bitrates. 

• Spreading nodes over the topography yields better diversity. Considering high bitrate, 

this might not give a better solution as it might not provide the highest bitrate between 

nodes due to the distance/range between those nodes. 

• Finally, we seek a proper balance between end-to-end speed and diversity while placing 

the number of nodes in search space. A nominal high-speed data rate should be achieved 

between nodes while balancing the good distribution of nodes in search space. 

Considering the problem description, a classic GA is not possible to work efficiently in this 

situation as diversity and high end-to-end speed are conflicting requirements. GA works with 

multiple objectives by specifying a weighting factor between the cost components. However, 

this problem has various objectives that need to be considered concurrently when making any 

decision. Therefore, a Multi-Objective Evolutionary Algorithm (MOEA) is required in this 
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case. MOEA has been described in Chapter 2.7 and for this problem purposes, I have based my 

tool on the Strength Pareto Evolutionary Algorithm (SPEA-II), which described in Chapter 2.8. 

4.2 Flowchart of SPEA-II 

Initially, a basic SPEA-II scheme is designed and implemented to work on our objectives.  

As Line of Sight (LOS) is one of the requirements of FSO, a test for LOS is included in the 

tool. A step-by-step process diagram of SPEA-II is shown in Figure 24.  

 

Figure 24: SPEA-II Flow-Chart 

The overall process of SPEA-II has been followed, and each step of this algorithm has 

been designed with consideration of the rural broadband context. 

4.2.1 Initialisation 

The first step is to initialize the workspace or search space. Initially, a 50×50 grid is created. 

Initializing chromosomes is the second step; these are randomly by calling a random function 

called Primary population. For example: 
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Total Node = 3 [except source and destination, because they are fixed] 

Total number of chromosomes, Tsize = 20 

So, the representation of chromosomes will be as follows: 

Table 8:Chromosome Representation 

Chromosome 

No 

Node 1 

coordinate 

Node 2 

coordinate 

Node 3 

coordinate 

1 𝑁1
1 𝑁2

1 𝑁3
1 

2 𝑁1
2 𝑁2

2 𝑁3
2 

3 . . . 

4 . . . 

5 . . . 

6 . . . 

7 . . . 

8 . . . 

9 . .  

10 𝑁1
10 𝑁2

10 𝑁3
10 

Above we represent 10 chromosomes with an example fitness rank, with each chromosome 

comprising three node coordinates, where the node representation N is identified as: 

𝑁𝑁𝑜𝑑𝑒 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 𝑛𝑢𝑚𝑏𝑒𝑟
𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑡ℎ𝑎𝑡 𝑡ℎ𝑒 𝑛𝑜𝑑𝑒 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜

 

The tool initializes the Secondary population as an empty set. 

4.2.2 Evaluation 

In Generation 0 and once the initial population is generated, all chromosomes go through 

an evaluation process according to their objectives. In our cases, two objectives have been 

selected for consideration. These are: 

a. Diversity: “Can see” situation 

b. End-to-End Speed 

All chromosomes in the primary population are evaluated and then assigned two objective cost 

values using a defined mathematical formula. 

4.2.2.1 Diversity 

A cost value needs to be set for the can-see nodes between the source and destination 

to assess the fitness of all chromosomes. This calculation is based on a tree-based system. If 

nodes of a chromosome can reach between the source and destination, the tool starts counting 

the number of paths that can reach between the source to destination. Two measures are needed 

to be considered before calculating diversity cost. These are: 

• Range 

• Distance 

The first measure is the range that determines whether two nodes can see each other or 

not. The communication rate is determined by the range between two nodes. Now, this range 
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is calculated through Euclidean distance calculation. Initially, I set the maximum FSO range 

as 25 units. 

The second measure is distance calculation between two nodes. This tool stores 

coordinates of (x, y) value of a node. Therefore, the tool calculates the distance between 

coordinates of two nodes using the Euclidean distance formula. According to this formula, the 

distance between two points/nodes in the plane with coordinates (x1, y1) and (x2, y2) is as 

follows: 

 Distance ((x1, y1) (x2, y2)) = √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 

As an example, the distance between nodes (5, 12) and (19, 34) is found to be 

Distance ((5, 12) (19, 34)) = √(5 − 19)2 + (12 − 34)2 

 = √(−14)2 + (−22)2 

 = √196 + 484 

 = √680 

 = 26.08 

Once the tool calculates distance, it checks whether the nodes are within range of each 

other. This allows a communication graph to be created, indicating which nodes “can see” each 

other. If a single path exists between the source and destination, it would be assigned a diversity 

value of 1. However, as multiple paths may exist, we use a branching tree search to discover 

them all and so determine the overall diversity. Consider a simple node distribution as shown 

in Figure 25. 

 

Figure 25: Can-See Representation 
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We start the diversity search by listing all the nodes, including source and destination, 

that can see each other. The can-see list goes forward if an individual node can see the next 

node. One rule that has been set in this process is a that the node “can see” list is only updated 

with the next node if the node is not already in the path list. We also do not backwards 

transitions. This prevents the inclusion of loops. According to Figure 25 the can-see list is as 

below. The nodes in the black path are selected and forwarding the final path. The red nodes 

are already chosen, and the newly selected node is joined with red nodes.  

       Final Path 

a) S can see: N1      S→N1 

b) N1 can see: N2 & S     S→N1→N2 

c) N2 can see: N1 & N3     S→N1→N2→N3 

d) N3 can see: N2 & D     S→N1→N2→N3→D 

e) D can see: N3 

Thus, the Final Path is: 

S→N1→N2→N3→D 

Now, a more realistic scenario is set up to see whether the tool is able to find and deal 

with such a situation where an individual node has more than one forwarding nodes. Thus, this 

makes the can-see list complex and challenging to discover. The complex scenario is shown in 

Figure 26. 

 

Figure 26: Complex Can-See Representation 

A can-see list is created by using Figure 26. This process similar to the previous situation; the 

only difference is final path can be two paths. For example, (b) shows that node N1 can see N2 

and N3. Therefore, N1 can transmit data via two nodes. The can-see situation looks like below: 
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         Final Path 

a. S can see: N1      S→N1 

b. N1 can see: S, N2 & N3    1. S→N1→N2 

2. S→N1→N3 

 

c. N2 can see: N1 & N3     1. S→N1→N2→N3 

2. S→N1→N3→N2 (Not valid) 

3. S→N1→N3 

 

d. N3 can see: N2, N1 & D    1. S→N1→N2→N3 

2. S→N1→N3→N2  

3. S→N1→N3→D 

 

e. D can see: N3      1. S→N1→N2→N3→D 

        2. S→N1→N3→N2 (Not possible because no destination) 

     3. S→N1→N3→D 

Final Path: 

There are two paths found in this case, as follows: 

Path 1: 

S→N1→N2→N3→D 

Path 2: 

S→N1→N3→D 

Now, if the above situation, is drawn as a tree, it looks as follows: 

 

Figure 27: Can-See Tree Formation 

Source

N1

N2

N3

Destination

N3

Destination
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As Figure 27 shows, the tool can find two branches in this tree; therefore, the tool gives 

the diversity value of the chromosome = 2. One thing to note is that none of the pathways 

allows a node to appear more than once, avoiding loops. 

4.2.2.1.1 Flowchart 

The process of how diversity works have been outlined in a flowchart shown in Figure 

28. The tool calculates the distance between two nodes starting from the source and checks 

with our given range profile. This process continues until the tool reaches the destination node. 

Once the process finishes, it counts the number of times the tool reaches from source to 

destination throughout all given nodes. Finally, it assigns the value as the final fitness value. 

 

Figure 28: Process of Diversity 

4.2.2.2 End-to-End (E2E) Speed 

End-to-End (E2E) speed is the actual bitrate of user data in the channel. The tool calculates the 

E2E speed of each chromosome based on the distance between all the nodes along the path. 

Firstly, each individual link speed between adjacent nodes along the path is determined. The 

End-to-End speed is then the minimum of these link speeds. A graph given in Figure 29, shows 

that when distance increases, speed decreases and vice versa. In this case, tool has linear decay 

for representing link speed against distance. Although unrealistic, this linear decay profile has 

been implemented to enable simple calculation of the problem for verification. The calculation 

is fairly straightforward and provides confidence before moving onto a more complex version 

of the tool using realistic range characteristics.  

 

Calculate the distance between 
two nodes starting from Source 

to all other nodes including 
destination

Is 
corresponding 

nodes in range?

Is this
Destination 
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Count the number of time reach 
destination

Yes

No
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Figure 29: Graphical Representation of Range Profile 

4.2.3 Fitness Assignment 

Once the evaluation step is completed, the primary population and the secondary population 

are merged into a temporary population for fitness assignment. 

Ptemp = Ppop + Spop 

In all generations, chromosomes go through an evaluation process according to their 

objectives. In our cases, two objectives have been selected are considered: 

a. Diversity: Can see situation 

b. End-to-end Speed 

All chromosomes in the temporary population are evaluated and then assigned two 

objectives’ values. SPEA2 then considers both the number of dominating and dominated 

solutions of each solution using two methods: 

1. Dominance rank 

2. Dominance count 

4.2.3.1 Dominance Rank 

Dominance rank is by how many candidate solutions is an individual dominated and 

records with a strength value. This strength value is assigned to each solution according to the 

number of solutions it is dominated by. Example of strength values of candidate solutions 

shown below: 
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Figure 30: Dominance Rank [121] 

An example of strength values is shown in Figure 30. For points a, b, c, and d, their 

strength values are determined by the number of solutions they dominate. For example, c 

dominates a and b, so its strength value is 2. 

4.2.3.2 Dominance Count 

In some cases, dominance rank is not enough to determine the fitness value of solutions. 

Although both a and d have the same strength value in the above example, d is better than a 

because there is no solution that can dominate d whilst a is dominated by c.  

After obtaining the strength value of solutions, a dominance count method is used for 

determining the fitness value. The fitness value of a specific solution is calculated by summing 

up the strength values of its dominators. 

 

Figure 31: Dominance Count [121] 

In Figure 31, b is dominated by a, c and d, and its fitness value is the sum of the strength 

values of a, c and d. That means that if a node has a larger fitness value, then the solution is 

dominated by many solutions and conversely, the fitness value of non-dominated solutions is 

zero. In Figure 31, b is dominated by a, c, d and its fitness value is the sum of strength values 

of a, c and d. 
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b = c + a + d 

b = 2 + 1 + 1 = 4 

Hence, it is essential to note that a higher strength value corresponds to the solution 

being less fit in the SPEA2 fitness assignment. 

4.2.4 Environmental Selection 

Firstly, all the nondominated solutions in the temporary population are copied into the next 

generation secondary population. The size of this nondominated solution set is denoted as Tsize. 

Secondly, one of three actions are taken depending on the secondary population size Ssize and 

Tsize, namely: 

• If Secondary population size Ssize = Tsize, the secondary population update completes. 

• If Ssize  Tsize, the remaining places in the secondary population are occupied by the 

best-dominated solutions from the temporary population, as required. 

• If Ssize > Tsize, The Crowding Distance mechanism is used to prune the secondary 

population 

4.2.5 Mating Selection 

After the secondary population update completes in Step 4, mating selection is performed 

to determine which solutions are chosen from the secondary population to form a mating pool 

to reproduce offspring. Two solutions are randomly selected from the secondary population. 

Their fitness is compared and the better one is copied to a space in the mating pool. If both 

solutions have the same fitness value, one of them is randomly selected. The process repeats 

until the mating pool is full. 

4.2.6 Reproduction 

In the Reproduction process, offspring are created by two operations: 

1. Crossover 

2. Mutation 

Before reproduction, the primary population is emptied, ready for holding offspring. 

4.2.6.1 Crossover 

In the crossover process, the position of the crossover point is firstly randomly selected. 

Then, the two parent chromosomes are broken into two parts according to the crossover point. 

Finally, the first part of parent 1 and the second part of parent 2 are combined to form the first 

offspring. By symmetry, the second offspring is generated by combining the second part of 

parent 1 and the first part of parent 2. This process is called single or one-point crossover  [122]. 

The first step is a crossover with all those chromosomes. The tool typically uses a 

probability of 70% or 0.7 as the crossover rate for all mating chromosomes. This probability 

rate is applied stochastically. Once the tool places all selected chromosomes in the mating pool, 

we invoke the crossover process, as appropriate, to create new children or chromosomes for 

the next generation. For example: 
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Chromosome: 2 Ranking: 9 𝑁1
2 𝑁2

2 𝑁3
2 

+ 

Chromosome: 4 Ranking :7 𝑁1
4 𝑁2

4 𝑁3
4 

Chromosome 2 & 4 together create a new child that can be called Chromosome 1(this 

number for the next generation) 

Chromosome: 1 𝑁1
4 𝑁2

2 𝑁3
4 

The above shows that crossover happens in this instance by taking one node from 

Chromosome 2 and 2 nodes from Chromosome 4. It can be another way round or vice versa. 

Chromosome selection has to be random, and crossover should be random as well. This 

crossover process will create new child chromosomes, which will go to the following 

procedure. By default, this is used to form 19 new chromosomes.  

4.2.6.2 Mutation 

Before the algorithm places all the offspring chromosomes into the next generation, one 

last process to consider is mutation. Mutation is used to maintain genetic diversity from one 

generation to another by randomly altering some gene values. This mechanism is applied 

stochastically as with crossover. A uniform random variable is firstly generated in the interval 

[0,1]. Mutation has a number rate, typically 50% or 0.5, to decide to change or create a new 

node of a chromosome. The mutation rate is set as very high number due to avoid premature 

convergence where it is ensured that the solutions has been searches throughout the given 

search space. From the above example: if we mutate the chromosome, we see that Node 3 has 

been updated.  

Chromosome: 1 𝑁1
4 𝑁2

2 (6, 12) 

4.2.7 Final Solution 

If the maximum number of generations is reached, the simulation stops. Then, the 

chromosomes of the secondary population in the final generation are the outcome. Again, there 

is no single solution, and final solutions can be found from secondary population of the final 

generation. Therefore, the secondary population is sorted by the fitness value of chromosomes. 

After sorting those stays on the top of the secondary population, they are non-dominated 

solutions. The non-dominated solutions are the final solutions of the simulation. 
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4.3 Simple Flowchart of SPEA-II 

 

Figure 32: Overall SPEA-II Flowchart 

4.4 Hybrid Multi-Objective Evolutionary Algorithm 

Once the basic SPEA-II scheme has been designed and implemented under our 

constraints/objectives, there are a few changes needed to be made to ensure improved results 

can be achieved. These methods apply to different steps of SPEA-II and bring about a hybrid-

MOEA. These are described as follows: 

Start

Initialize randomly generated population 

and empty secondary population

Finding the cost of both objective

Temporary population = primary population + 

secondary population
And apply fitness based on dominance rank

In Environmental selection, determining population of 

primary and secondary. All nondominated solutions 
from temporary population copies to secondary 

population

Mating selection: to fill mating pool, we select 

randomly 2 solutions from secondary population and 
compare their fitness and best one copied to mating 

pool

Reproduction stage is created by crossover and 

mutation

Maximum 
Generation?

Show final output

End

No Yes
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4.4.1 Line of Sight 

As this tool is designed for rural areas with different geographical features such as hills, 

and FSO technology needs Line of Sight (LOS) between adjacent relay nodes, then it is 

essential to incorporate a LOS test within the tool. An equation has been built to determine 

whether nodes are in LOS or not. Below is the description of this equation: 

Let, there be three-points: A (x1, y1), B (x2, y2) and C (x3, y3). Consider, B point is our 

blockage point. If A, B and C in the same line, it means A and C can’t see each other, and B is 

an obstruction between them. To make the above statement true, the tool calculates the slope 

of AB, BC and AC. 

Also, that slope equation is: 

 The slope of any two-point = 
𝑦2−𝑦1

𝑥2−𝑥1
 

For example, to start this, the tool needs to calculate the point-slope of any defined 3 points. In 

this 3-point arrangement, one point will be the blockage point. For example: A (13,8) B (23,23) 

C (24,24). 

First, calculate the slope of the first two points, A (13,8) and B (23,23). 

𝐴𝐵 =  
𝑦2 − 𝑦1

𝑥2 − 𝑥1
 

𝐴𝐵 =
23 − 8

23 − 13
 

𝐴𝐵 =  
15

10
 

𝐴𝐵 =
3

2
 

AB will be calculated as an integer variable which will eliminate the fraction value of the 

output. The fraction of the output has been truncated for remove the marginal error while 

calculating the slope. The direction of the slope is complicated due to the topological space has 

been designed with number of rectangular boxes. Therefore, there is some marginal error exist. 

Thus, 

𝐴𝐵 = 1 

BC and AC are calculated using the same equation as above; Thus, calculating the slope of the 

second two points B (23,23) and C (24,24), we have: 

𝐵𝐶 =  
𝑦2 − 𝑦1

𝑥2 − 𝑥1
 

𝐵𝐶 =
24 − 23

24 − 23
 

𝐵𝐶 =  
1

1
 

𝐵𝐶 = 1 
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and… 

𝐴𝐶 =  
𝑦2 − 𝑦1

𝑥2 − 𝑥1
 

𝐴𝐶 =
24 − 8

24 − 13
 

𝐴𝐶 =  
16

11
 

𝐴𝐶 = 1 

This means these points are colinear, and if point B (23,23) is a blockage point, then the 

remaining 2 points aren’t in Line of Sight (LOS). 

This way the tool checks if there are obstructions between nodes. If a blockage point exists 

between two nodes, then the search along the intersection line between the nodes should cease. 

Then tool suspend the search between those two nodes but carry on searching where LOS is 

established. 

4.4.1.1 Implementation of LOS 

LOS has been implemented as described in Chapter 4.2.2. This plays a significant role 

when creating the initial population in the tool. LOS is the first thing the tool checks after 

populating each chromosome. If a chromosome fails the LOS test, then the entire chromosome 

will be deleted and regenerated again. This way the tool makes sure no chromosome passes to 

the next step if the LOS evaluation fails. 

4.4.2 Dijkstra’s Shortest Path Algorithm 

As this tool is designed to provide high-speed Internet to rural people, there is a relationship 

between distance and speed (bitrate). The minimum distance will provide the highest bitrate 

along a link, and therefore, a minimum distance route between source and destination is 

preferred. Thus, Dijkstra’s Algorithm has been introduced to find the shortest distance route 

from the source to the destination to achieve the highest speed (bitrate). Dijkstra’s Algorithm 

determines the shortest path from one node to every other node within the same graph data 

structure. This is necessary to determine best possible path with highest bitrates within same 

graph data structure. The algorithm runs until all vertices in the graph have been visited. This 

means that the shortest path between any two nodes can be saved and referred to as needed.  

4.4.2.1 Implementation of Dijkstra’s Algorithm 

The implemented Dijkstra’s Algorithm is invoked after the secondary population is created, 

which is during Initialization and after Environmental Selection according to Figure 24. 

Dijkstra’s Algorithm is used to find the chromosome representing the shortest route, and this 

is tagged as our Elite Chromosome. The current Elite Chromosome is transferred to the primary 

population as the first chromosome in each subsequent iteration. 

There is a logical constraint when applying Dijkstra’s Algorithm. Usually, Dijkstra’s 

Algorithm finds the shortest path using a least cost mechanism. In this tool, Dijkstra’s 

Algorithm needs to find the shortest path between source and destination nodes but with the 
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highest End-to-End speed. For this reason, a unique equation has been created to transform all 

the highest E2E speeds into smaller values. This is a cost inverting process so that smaller cost 

is better. The new value is used with Dijkstra’s Algorithm as described in Chapter 2.10. We 

made all the highest value into the smallest value, but every chromosome gets the same credit 

as its original value. A graphical representation is shown in Figure 33. 

 

Figure 33: Dijkstra’s Algorithm Representation 

At first, the tool finds the fastest End-to-End speed of all the chromosomes, and then the 

equation  is used to find the corresponding value by using that fastest E2E Speed and All link 

speeds between adjacent nodes. This new cost is stored by calling a new variable  to develop 

this equation for Dijkstra’s Algorithm. 

 =  
𝐹𝑎𝑠𝑡𝑒𝑠𝑡 𝑠𝑝𝑒𝑒𝑑

𝐿𝑖𝑛𝑘 𝑠𝑝𝑒𝑒𝑑 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑤𝑜 𝑛𝑜𝑑𝑒𝑠
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4.4.2.2 Flow Chart of the Dijkstra’s Algorithm Process 

  

Figure 34: Flowchart of Modified Dijkstra’s Algorithm 

4.4.3 NSGA Crowding Distance  

Multi-objective optimization aims to produce a Pareto front, which is the set of non-

dominated solutions for problems having more than one objective. A solution is said to be non-

dominated if it is difficult to improve one component of the solution without worsening the 

value of at least one other component of the solution. The goals of multi-objective optimization 

are:  

 To guide the search toward the true Pareto front (non-dominated solutions) or 

approximate the Pareto optimal set, and 

 To generate a well-distributed Pareto front 

So, it is essential to maintain the diversity of solutions of the Pareto front. It is also 

important to maintain extreme solutions of the Pareto front. So, it is necessary to improve the 

diversity of solutions and preserve extreme solutions on the Pareto front in any MOEA. From 

all features mentioned above, NSGA-II is one of the most popular MOEAs.  

In our tool the process of evaluating crowding distance is similar to NSGA as it also works 

with non-dominated solutions. We do not implement NSGA, but we use aspects of the 

crowding distance mechanism to increase and maintain a diverse population distribution along 

the Pareto front. A full description of NSGA and crowding distance explained in Chapter 2.11. 

In our tool, the original crowding distance approach is not used, but we employ a mechanism 

inspired by it. We check whether any chromosome along the Pareto front has any coincident 
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neighbours. If so, the tool deletes that chromosome and regenerates a new randomly generated 

chromosome.  

4.4.3.1 Flow Chart of NSGA’s Crowding Distance 

 

Figure 35: Crowding Distance (CD) Process Flow 

4.4.3.2 Implementation of CD 

This process, described in Chapter 4.2.3, ensures good distribution of solutions along 

the Pareto Front. First, the tool determines whether a chromosome’s objective function 

coordinates are at the highest point of the Pareto Set search space against the x-axis value. Then 

the tool collects all the x-axis values of the Pareto Set and checks the chromosome against the 

highest y-axis value of the Pareto Set. The tool deletes those close to the highest y-axis value, 

typically the exact coordinates according to our current tool settings. This way tool preserves 

the best non-dominated solution in PF and provides better distribution in PS. So, the tool checks 

all x-axis and preserve/upgrade all best non-dominated solution. 

4.4.4 Final Hybrid Algorithm Flow-Chart 

The final hybrid algorithm outlined with a flowchart in Figure 36. The blue part of the 

flowchart is the original SPEA implemented under the tool, where the green part is the hybrid 

part. The hybrid part has been added to address the context that needed for implementing 

topology under rural context. 
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Figure 36: Final Algorithm Flowchart 

The above flow-chart employs two colours that represent the following: 

 Original Strength Pareto Evolutionary Algorithm (SPEA-II) 

Hybrid Section of SPEA-II Algorithm  

4.5 Final Output 

All chromosomes go through a process called crossover to generate new individuals. 

There are several techniques of crossover, but single-point crossover has been used. Once the 

crossover process finishes, mutation is applied to preserve diversity in the population. This 

operator is applied to each chromosome in the population with a predefined probability. After 

the reproduction stage, all chromosomes go through possible crossover and mutation until the 

maximum number of generations is reached, thus terminating the simulation. Due to 

considering multiple constraints, there are several outputs as it depends on the balance between 

objectives. The non-dominated chromosomes of the Pareto Front in the last generation are the 

final solution, as illustrated in Figure 37, although some dominated solutions may be present 

in the secondary population representing other compromises between the conflicting 

objectives. 
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Figure 37: Typical Final Output 

4.6 Verification of the Network Planning Tool 

4.6.1 Experimental Verification of the Tool 

We have conducted a number of experiments that verify that the Hybrid MOEA is 

operating appropriately. These experiments actually provide topological solutions for a rural 

community, taking into account the end-to-end speed and the degree of path diversity. The tool 

currently takes as inputs the number of relay nodes to be placed between two fixed points and 

a transmission range profile. The range profile is such that the further apart are the two nodes 

that comprise a point-to-point link, the lower will be the transmission speed/bitrate of user data. 

Beyond a specific range, no communication is possible. 

4.6.1.1 Initial Test to Check Fitness 

The algorithm we designed aims to find a suitable topological node placement for rural 

broadband, trading off two objectives, which are End-to-End speed and Diversity. There is no 

single solution to this problem; the “best” result depends on the relative importance of these 

two objectives to the network operator. 

A Monte-Carlo method is introduced that uses repeated random sampling on search-

space to find the best compromise solutions between both objectives to test whether the 

algorithm we developed can identify suitable node placements. Based on our objectives, the 

best outputs are shown in Figure 38. Basically, 1000 randomly chromosomes are generated 

where each chromosome contains three nodes fed through our objectives to observe whether 

our hybrid MOEA algorithm described in 4.4.4, can determine and store the best outcome. 

Using the output entitled ‘End-to-End Speed’ we see that the algorithm was able to find a 
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solution with good end-to-end speed, but it has compromised diversity. Equally, the output 

entitled ‘Diversity’ shows that relay nodes obtain better diversity, which means more paths 

exist between the source and destination by sacrificing end-to-end speed.  The output entitled 

‘Both’ shows a reasonable compromise between End-to-End speed and Diversity. The purpose 

of this experiment is to find whether the algorithm is able to find and store the best-compromise 

outcomes from the search space. In Figure 38, the red dots are source and destination, and blue 

dots represent relay nodes in the search space. 

 

Figure 38: Initial Fitness Test 

Another important factor is the range profile which is needed to calculate both 

objectives: End-to-End Speed and Diversity. The range profile is calculated speed over 

distance. Due to the discretised nature of the range profile, placing a node anywhere within a 

given region, such as the box shown in Figure 39, results in no change in the fitness score. This 

means placing a node anywhere inside the box receives the same score2. An example of the 

discretised range profile is shown in Figure 40. It roughly follows a negative exponential 

characteristic with a finite tail. 

 

 
2  The benefit of using a discrete function is that it is easier to perform hand-calculations to verify the results. 

In addition, it may also prove useful in due course, by allowing the installation engineers some scope for 
adjusting the specific location of each relay node. 
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Figure 39: Node Placement Experiment 

 

Figure 40: Range Profile for Experiment 

4.6.1.2 Relay Node Placement Without Obstacles 

This experiment illustrates the placement of three and four relay nodes after 500 

generations, as shown in Figure 41 and Figure 42, respectively. The algorithm’s Pareto Front 

forms as we expect. One of the purposes of the experiment is to confirm the flexibility of the 

tool for finding alternative solutions for node placement based on different compromise 

weightings of the two objectives. This experiment has been conducted with both 3 and 4 relay 

nodes in the environment shown with two different range profiles. The graph entitled ‘End-to-

End Speed’ indicates that the algorithm was able to find a solution with good end-to-end speed 

but compromised diversity. Conversely, the graph entitled ‘Diversity’ shows that relay nodes 

obtain better diversity, which means more paths exist between the source and destination. 

However, this is achieved by sacrificing end-to-end speed. The graph entitled ‘Both’ shows a 

reasonable compromise between End-to-End speed and Diversity. There are some dominated 
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solutions that shows that tool has considered all possible solutions despite they are dominated 

by nondominated solutions in PF. But these solutions are also regarding as alternative solutions.  

 

Figure 41: Example 3 Relay-Node Placements for Differing Constraint Preferences 

 

 

Figure 42: Example 4 Relay-Node Placements for Differing Constraint Preferences 
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4.6.1.3 Relay Node Placement with Obstacles 

An experiment has been run with obstacles, keeping in mind that rural areas tend to 

have hills and other obstructions such as woodland. Therefore, the algorithm has been 

implemented in such a way as to eliminate one of the important drawbacks of rural placement. 

Figure 43 shows that our algorithm is able to bypass obstacles by performing line-of-sight 

checks. Thus, even if nodes are geographically close, if line-of-sight is not available, they are 

considered out-of-range. This experiment shows that our tool is able to deal with obstacle or 

line of sight problem. Since FSO technology will be used to implement, the LOS is important 

factor and therefore this experiment gives us solution of the LOS.  

 

Figure 43: Node Placement with Obstacles 

4.6.2 Performance Validation 

Initial assessment of our algorithm has confirmed that the tool able to find feasible solutions 

for the rural problem. We introduce a new evolutionary approach to multicriteria optimization, 

based on SPEA, that combines several features of previous multi-objective EAs in a unique 

manner  [123]. From Figure 44, the initial output shows encouraging and achieve our objective. 
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Figure 44: Typical Final Output 

One of the major issues with MOEA is premature convergence. The convergence of 

evolutionary algorithms is an important consideration. Preservation of diversity is a key point 

to avoid premature convergence. In SPEA, the process converges when the elements of the 

different chromosomes in the population are identical or nearly the same. Mostly, this occurs 

when the fitness gives identical results. Once this happens, the crossover operator fails to 

produce meaningfully new individuals, and the algorithm allocates all of its trials in a small 

subset of the space. Unfortunately, this often happens before the true optimum has been found; 

this behaviour is called premature convergence. The mutation operator offers a mechanism for 

reintroducing lost genes, but it does so at the cost of slowing down the learning process. DeJong 

suggests adding a crowding factor that affects the replacement algorithm [124]. Rather than 

merely exchanging a single individual, select a small subset of the gene pool, and substituting 

the most string similar with a newly generated one. This process has the advantage that it does 

not produce extreme mutations, but unfortunately, it does not guarantee that good genes won’t 

be lost. It simply lessens the probability of loss, delaying but not preventing premature 

convergence. 

The maintenance of a diverse population is required to ensure that the solution space is 

sufficiently searched, especially in the earlier stages of the optimization process. Premature 

convergence occurs when the population of SPEA reaches such a suboptimal state that the 

genetic operators can no longer produce children that outperform their parents [125]. Below I 

have applied few methods to eliminate the phenomenon from our tool. 
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4.6.3 Injecting Fresh Chromosomes 

The first modification of the tool is brought about by injecting new chromosomes in every 

generation. The tool injects five new random chromosomes in the primary population except 

for generation 0. This has a good impact on the final output as it increases exploration of the 

search space and tries to find a more efficient chromosome. That retains diversity in the 

population and has a beneficial impact on the final output. A sample primary population is 

shown in Table 9. 

--------------------------------------------------------------------------------------------

Current Population

Chromosome No Node 1 Node 2 Node 3 Node 4

1 (18,6) (12,21) (29,25) (43,34)

2 (18,6) (12,21) (29,25) (43,34)

3 (18,6) (12,21) (29,25) (43,34)

4 (18,6) (12,21) (29,25) (43,34)

5 (25,48) (12,21) (29,25) (43,34)

6 (18,6) (12,21) (29,25) (43,34)

7 (18,6) (18,31) (29,25) (43,34)

8 (18,6) (12,21) (29,25) (43,34)

9 (18,6) (12,21) (29,25) (43,34)

10 (4,33) (12,21) (29,25) (43,34)

11 (18,6) (37,32) (29,25) (43,34)

12 (18,6) (12,21) (29,25) (43,34)

13 (18,6) (12,21) (29,25) (43,34)

14 (18,6) (12,21) (29,25) (43,34)

15 (18,6) (12,21) (29,25) (43,34)

16 (31,24) (36,18) (42,22) (23,42)

17 (2,4) (22,11) (36,25) (29,36)

18 (1,6) (10,6) (42,9) (44,40)

19 (10,26) (27,39) (40,32) (40,41)

20 (12,11) (18,41) (24,38) (46,26)  

Table 9: Primary Population with Chromosome Injection 

After observing Table 9, it is noticed that there are lots of repeated nodes, which means 

the tool is experiencing a convergence problem. But chromosome no 16-20 are new randomly 

generated chromosomes which have been injected. This technique has given renewed diversity 

to the population. 

4.6.4 Increasing Mutation Rate 

Mutation is the usual technique for maintaining diversity in populations to ensure the 

problem space is adequately searched. Given that the population size is finite, crossover by 

itself provides little opportunity to search many of the possible solutions. It is only producing 

variations of a limited set of genes. Mutation, however, introduces fresh genes into the 

chromosomes. I set the number of Generations = 100, Crossover = 70%, the number of 

chromosomes is 20, and I increase the mutation rate to 50%. This relatively high value helps 
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create fresh chromosomes. Given that this is coupled with elitism, we can allow for this without 

the risk of losing particularly good solutions, unless better ones are found.  

There are a couple of ways to mutate any chromosome. One way is to mutate a single node 

of a particular chromosome. Another method can be to mutate the whole chromosome by 

changing all three nodes. Currently, I use the single node mutation technique. The sample 

output is shown in Table 10. 

--------------------------------------------------------------------------------------------

Before Mutation After Mutation 

Chromosome No Node 1 Node 2 Node 3 Node 4 Chromosome No Node 1 Node 2 Node 3 Node 4

1 (13,11) (29,15) (30,28) (40,36) 1 (13,11) (29,15) (30,28) (40,36)

2 (13,11) (29,15) (30,28) (40,36) 2 (13,11) (46,6) (30,28) (40,36)

3 (13,11) (29,15) (30,28) (40,36) 3 (13,11) (29,15) (30,28) (40,36)

4 (13,11) (29,15) (30,28) (40,36) 4 (13,11) (29,15) (30,28) (15,6)

5 (13,11) (29,15) (30,28) (40,36) 5 (29,18) (29,15) (30,28) (40,36)

6 (13,11) (29,15) (30,28) (40,36) 6 (13,11) (29,15) (30,28) (40,36)

7 (13,11) (29,15) (30,28) (40,36) 7 (13,11) (29,15) (30,28) (40,36)

8 (13,11) (29,15) (30,28) (40,36) 8 (13,11) (29,15) (30,28) (40,36)

9 (13,11) (29,15) (30,28) (40,36) 9 (13,11) (29,15) (30,28) (3,42)

10 (13,11) (29,15) (30,28) (40,36) 10 (13,11) (29,15) (30,28) (40,36)

11 (13,11) (29,15) (30,28) (40,36) 11 (13,11) (29,15) (30,28) (40,36)

12 (13,11) (29,15) (30,28) (40,36) 12 (13,11) (29,15) (30,28) (40,36)

13 (13,11) (29,15) (30,28) (40,36) 13 (13,11) (29,15) (45,47) (40,36)

14 (13,11) (29,15) (30,28) (40,36) 14 (1,7) (29,15) (30,28) (40,36)

15 (13,11) (29,15) (30,28) (40,36) 15 (1,46) (29,15) (30,28) (40,36)

16 (13,11) (29,15) (30,28) (40,36) 16 (46,7) (29,15) (30,28) (40,36)

17 (13,11) (29,15) (30,28) (40,36) 17 (13,11) (29,15) (30,28) (40,36)

18 (13,11) (29,15) (30,28) (40,36) 18 (13,11) (29,15) (30,28) (40,36)

19 (13,11) (29,15) (30,28) (40,36) 19 (13,11) (29,15) (30,28) (40,36)

20 (13,11) (29,15) (30,28) (40,36) 20 (13,11) (29,15) (30,28) (40,36)  

Table 10: Increased Mutation Rate Scenario 

There is a significant change in the population, and thus, it improves the diversity. 

Though there is some improvement, the result still shows that premature convergence exists. 

So, this technique is beneficial but not enough. If the tool mutates a single node from 4 nodes, 

then the tool is only making minor adjustments to the chromosomes in each generation and the 

risk of premature convergence persists. This shows this way isn’t effective enough. 

From Table 10 some evidence of premature convergence is present due to the repeated 

chromosomes. In this experiment it arises after generation 30. Even so, the graphical output in 

Figure 45 shows that the output is closer to the ideal situation. 
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Figure 45: Output for Convergence Test 

4.6.5 NSGA Crowding Distance 

It is desirable for an Evolutionary Algorithm (EA) to maintain a good spread of solutions 

along with convergence to the Pareto-optimal set. The original NSGA used the well-known 

sharing function approach, which has been found to maintain sustainable diversity in a 

population with the appropriate setting of its associated parameter. This parameter is related to 

the distance metric chosen to calculate the proximity measure between two population 

members. This is called the crowding distance. The parameter denotes the largest value of that 

distance metric within which any two solutions share each other’s fitness. That is, between two 

solutions with differing non-domination ranks, the solution with a higher value of fitness, in 

other words, the lower rank, is preferred.  

Diversity among non-dominated solutions is introduced by using the crowding comparison 

procedure used in the fitness assignment while developing the Pareto front. Since solutions 

compete with their crowding distance, no extra niche parameter is required. However, the 

crowding distance is calculated in the objective function. While plotting the Pareto Set, the x-

axis is set as end-to-end (E2E) speed, and the y-axis is set as Diversity. Therefore, if the Pareto 

Set provides the highest y-axis value for any individual x-axis value, it receives the lowest 

dominance rank and vice versa. So, the aim is to receive the highest y-axis value once for any 

specific x-axis value. This way, the algorithm converges to the true Pareto front whilst finding 

diverse solutions.  



Page 90 of 166 

 

Figure 46: Pareto Front in Generation 10 

Figure 46 displays Pareto Front and all solutions obtained with SPEA plotted in Pareto Set. 

We plot the solutions found from Generation 10 using their E2E Speed and Diversity as XY 

coordinates in the graph. SPEA performs better with crowding distance (CD) in this problem 

than without CD in both aspects of convergence and distribution of solutions. Figure 46 shows 

that the Pareto Set has been plotted where End-to-End speed is on the x-axis, and diversity is 

on the y-axis. Once a temporary population is created, the fitness cost of all chromosomes in 

the temporary population has been plotted in the Pareto Set. The blue line in Figure 46, 

represents the distribution of chromosomes and this remark clear indication of better 

distribution compared to Figure 47. Also, the red line represents the non-dominated solutions 

from PS. Undoubtfully, the final outputs are going to be much improved and under our 

expectations. 

The Pareto Set without CD is drawn in Figure 47. This graph shows a less diverse 

population in the Pareto Set compared to Figure 46. Again, the blue line represents the 

distribution of the solution on the PS in Figure 47. 
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Figure 47: Pareto Set without CD 

In terms of a better result, Figure 46 shows a more diverse result. More importantly, the 

Pareto front enables us to find a better solution based on the compromise we wish to make 

between both objectives. With CD, the distribution in solutions is better with SPEA. Though 

Figure 47 shows that when the End-to-End speed is 5, diversity reached the highest point, but 

there are too less distribution of solution to justify this result, because the PS isn’t populated 

with proper distribution of solutions. It is clear that the solutions were duplicated in temporary 

population, thus, premature convergence exist. 

4.7 Discussion 

This tool is an improved version of the previous network planning tool described in Chapter 

3 where the tool was designed with a Genetic Algorithm (GA) for the placement of relay nodes 

to form an FSO-based topology. Our problem has multiple constraints when considering a 

potential solution to improve network efficiency. Therefore, two objectives: E2E speed and 

diversity has been considered initially. However, there are other constraints, such as battery 

power, and FSO interference, can be considered in future. The final topologys we receive from 

the tool is the optimal or near optimal solution for the given objectives according to Section 

4.2.2. 

One of the novel contributions of this project is in the field of network planning. Our 

network-planning tool can be used to evaluate the feasibility of low-cost network deployment 

in a rural context. More than that, our network-planning tool considers environmental trade-

offs to discover suitable relay node placement. An initial implementation was developed using 

a Genetic Algorithm (GA). The purpose of using GA is to traverse a search space for possible 

answers to a problem using previous “good” guesses to influence subsequent ones. This 

typically leads to a near-optimal solution being found quicker than would be the case with 
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random searches. However, a GA only optimises for a single objective, although this could be 

based on a weighted sum of multiple objectives. 

There remains a need for a network planning tool for determining suitable naode placement 

in a rural context, particularly for the case of FSO deployment. The reasons for slow Internet 

speeds in rural areas mostly relate to location and infrastructure. Most rural people with Internet 

access, obtain the service via the copper wires from a traditional telephone exchange. The 

further connection has to travel over these copper lines, the slower it gets, so the distance people 

live from nearest telephone exchange or street cabinet, the slower the service will be. To make 

matters worse, upgrades to the infrastructure often only occur where it is economically viable.  

There are number of evolutionary techniques, however, we decided to use Strength Pareto 

Evolutionary Algorithm (SPEA-II), described in Section 2.8. MOEAs are a population-based 

optimization approach taking advantage of the principles of biological evolution. The 

optimization is done iteratively in two alternating steps: generation and selection. In the 

generation phase, a new solution/generation is created from a set of existing solutions in the 

population. This is done by crossover and mutation operators. Correspondingly, the selection 

filters out the worst solutions to improve the likelihood of convergence to optimal solutions. 

EA is a search technique used in computing to find exact or approximate solutions to 

optimization and search problems. EAs are typically used to provide good approximate 

solutions to problems that cannot be solved easily using other techniques. For the rural 

broadband problem, where we quantify the worth of solution, EA can perform a directed search 

of the solution space. On the other hand, Neural Networks (NN) are non-linear statistical data 

modelling tools. They can be used to model complex relationships between inputs and outputs 

or to find patterns in data. NN can ‘learn’ to classify items it hasn’t encountered before with 

complex mathematical methods [126]. 

I have implemented a tool with an Evolutionary Algorithm that can solve multiple objective 

problems. There are several types of Evolutionary Algorithm apart from Multi Objective 

Evolutionary Algorithm (MOEA) as mentioned earlier in background Section. The presence of 

multiple objectives in a problem, gives rise to a set of Pareto-optimal solutions. One approach 

is a fast and elitist Multi Objective Genetic Algorithm employing non-dominated sorting, called 

Non-Dominated Sorting Genetic Algorithm (NSGA-II) in [102] which explained in Section 

2.11. Another Pareto based evolutionary algorithm that considers multiple objectives to find 

optimal solutions is called the Strength Pareto Evolutionary Algorithm (SPEA) [115]. We 

based our approach on SPEA based on its performance and suitability to our research. More 

precisely, we created a hybrid MOEA based on SPEA-II which implements line of sight (LOS) 

checking, crowding distance to avoid solution bunching, and Dijkstra Algorithm when 

quantifying the goodness of a solution. LOS is a primary constraint of FSO as the relay nodes 

must have LOS between neighbours in order to transmit the data. Dijkstra’s Algorithm is 

implemented to find minimum cost path, in other words, best possible path that provides 

highest E2E speed, as described in Section 4.4.2. One of the problems with MOEA is 

maintaining solution diversity along the Pareto Front (PF). Therefore, we implement NSGA’s 

Crowding Distance (CD) to eliminate this problem. 
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Our hybrid MOEA algorithm is able to provide optimal solutions where network operators 

are presented with various planning solutions according to their requirements. The final output 

as shown in Section 4.5 confirms that our tool able to find an optimal solution that provides 

path diversity with high E2E speed. In addition, we ran number of experiments to ensure our 

tool is working fine including scenarios with obstacles. The tool was shown to consistently 

provide good feasible solutions for the placement of FSO relay nodes is a rural area.  
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Chapter 5. Traffic Engineering System 

Traffic Engineering (TE) is a method of optimizing a communication network’s 

performance by dynamically analysing and controlling the behaviour of data transmitted over 

that network resources. It is a procedure used to adapt the traffic routing, and possibly other 

parameters, to the changes in the network conditions. The aim of TE is to improve and maintain 

network performance, Quality of Service (QoS) and user experience typically by providing the 

best E2E speed by efficient use of resources, which can lower the operational costs. 

In this research, we assume that the placement of the relay nodes has already been 

determined (refer back to Chapter 30). The first part of the tool described in Chapter 30, has 

determined the placement of nodes in order to provide the best possible route to transmit user 

data to rural community. Therefore, the focus of our interest now is how best to maintain 

service delivery by selecting the most appropriate forwarding path considering factors such as 

relay node transmission power, residual battery life and End-to-End (E2E) transmission speed. 

As the environment influences these factors, we need to provide a mechanism for dynamic path 

selection and configuration of the transceivers. This is Traffic Engineering (TE). The difference 

between NP tool and TE tool is the tool decides the topology using NP and TE tool used to 

maintain and provide stability to the infrastructure built with that topology.  

TE reduces the service degradation due to congestion and failure, e.g., links impacted 

by weather. It aims to ensure that if a transmitting node failure occurs in the network, the 

transmitted data can still be delivered to the destination. Another goal of TE is to balance the 

QoS against the cost of operating and maintaining the network. Such a TE framework could be 

based on Software Defined Networking (SDN), as introduced in Chapter 2.12, whereby an 

intelligent control plane can be used to (re)configure the underlying data plane in response to 

changing circumstances. We assume the TE system will be applied to rural FSO networks, such 

as shown in Figure 48. Each relay node is connected via FSO links to form the underlying 

topology. These links could then be used to interconnect the control plane functionality in each 

relay node via in-band signalling or other means. 

 

Figure 48: Typical Rural Topology with TE-Enabled Relay Nodes 
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Although it is beyond the scope of this thesis, we envision probe messages going back and 

forth between nodes to provide information about the link bitrate and battery power of 

individual nodes. All this information would be stored in an appointed Manager node. This 

special node would collate the monitored information and support the TE control software, 

such as the algorithm we have created, which decides the course of action (i.e. path selection 

and power setting) according to the current conditions. 

The TE maintains the path that provides the highest E2E Speed. Therefore, it is essential 

to monitor the overall network constantly. Thus, the tool might need to decide over time to 

keep the network running. The frequency of running the tool is up to the ISP provider, who 

chooses how often TE decisions need to be made. However, the probe messages that transmit 

monitoring information to the manager node could be used to trigger the tool to run in order to 

make a decision immediately under certain circumstances, such as a link failure. However, it 

is normally expected to be run periodically, such as once an hour, in order to respond to 

progressively changing weather conditions. 

Three experiments have been executed to develop the traffic engineering system that will 

collaborate with our network planning tool explained in Chapter 3, which determines node 

placement within a rural area. The TE system takes into account various performance measures 

and uses this information to (re)configure the network so that it operates efficiently. 

5.1 Traffic Engineering Design Parameters 

In this research, we start by assuming a network planning tool has already selected the 

location of the relay nodes from [127], as illustrated in Figure 49. These relay nodes are 

considered to employ a combination of renewable and battery power sources. Each relay is 

equipped with several transceivers that support FSO communication. Furthermore, the power 

of these transceivers is selectable, with greater power allowing for a higher transmission bitrate 

at a given range. The Internet Access Point (i.e., Point of Presence) is considered to be 

connected to the high-speed Internet and has access to a limitless power source. As such, its 

transmission links can continuously transmit at maximum power. Communication is via line-

of-sight optical links, and the overall aim is to maintain a high bitrate path between the Internet 

Access Point (IAP) and the Rural Access Point (RAP). This can be achieved by a combination 

of path selection and the transmit power of individual links along the path. 

 

Figure 49: Typical Topographical Topology 
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We create a TE system using three parameters to ensure the rural broadband operates in an 

efficient manner. The three parameters we consider are: 

1. E2E speed: From a consumer perspective the broadband delivery bitrate of data is 

perhaps the most significant parameter that determines the quality of experience. In a 

multi-hop system this is limited by the bitrate of the slowest link along the path. We 

thus aim to achieve a high value. 

2. Transmit Power: The FSO relay nodes are assumed to be capable of adjusting their 

transmit power. For a given inter-node distance, increasing the power increases the 

communication bitrate. This parameter also allows the bitrate to be maintained to some 

degree despite changing weather conditions. However, increasing the power increases 

the energy usage, and thus drain on the battery (assuming this is the power source). 

3. Residual Battery Life: This is an indication of the remaining charge within a node’s 

battery. This is useful when trying to extend the lifetime of the network. Although we 

assume the batteries are rechargeable, if the charge is relatively low for the nodes along 

the transmission path, it may be desirable to switch to an alternative path to reduce the 

risk of a node running out of charge and thus causing a disconnect. 

Although our network planning tool and traffic engineering tool are similar in approach, 

the optimisation parameters and the overall objectives differ. The overall objective of NP tool 

is to place the relay node in efficient way and TE tool aims to make most efficient use of given 

resources taking into account of environmental conditions. The TE tool assumes a fixed 

topology to find the best possible path given various objectives. The TE tool requires a time-

sensitive decision, whereas the NP tool is used to decide the overall topology placement, which 

is expected to remain the same once deployed, so the NP tool isn’t time-sensitive. Therefore, 

simulation time is more important for the TE tool than the NP tool.  

5.1.1 End-to-End (E2E) Speed 

To calculate the End-to-End (E2E) speed of a path, the distance between every pair of 

adjacent nodes along the path is obtained. The reference range profile, given in Figure 50, is 

consulted to determine the effective bitrate of the link for the selected transmit power setting. 

 

Figure 50: Range Profile for Different Transmit Power Settings 
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The E2E speed is then calculated as the minimum link bitrate of all the links along the 

given path. Interestingly, this link acts as a bottleneck such that it may be desirable to either 

increase the node’s transmit power, if possible, or to potentially reduce the power of other links 

along the path provided this has no impact on the E2E performance. 

As an example, consider the scenario shown in Figure 51. The link bitrates for high, 

medium and low transmit power values are shown in red, green and black, respectively. The 

links from node “S” are only shown in red as it is assumed these transceivers would always 

operate on high power due to the node having access to a reliable power source. The purple 

trapezoid represents a terrain obstacle. As such only two paths are possible: S-1-2-D and S-3-

4-D. However, different power settings are possible for Nodes 1 through to 4 as shown by the 

various link bitrates. 

When encoding a chromosome, representing a possible solution, the power setting of 

each node along the associated path is recorded. This allows the overall E2E speed to be 

calculated simply as the bitrate of the slowest link along the path. If a chromosome for a path 

has node transmit power setting(s) such that the link would not be able to operate, we consider 

the chromosome as non-viable. Thus, returning to Figure 51, we see the bitrate from Node 3 to 

Node 4 shows only one speed (in red) which corresponds to high power. As we do not accept 

link bitrates of less than 1 Mbps, no values are shown for medium or low power settings. 

 

Figure 51: Scenario using New Range Profile 

All chromosomes/paths go through the above process to determine their E2E speed and 

thus their fitness in terms of this parameter, where the goal is to maximize it. 
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5.1.2 Minimum Residual Battery Life (RBLm) 

In a battery constrained environment this parameter is an essential variable before 

considering the final path/result. Every node has its own Residual Battery Life (RBL) value 

and its own Transmit Power Setting (TPS), which is the power of the downstream data-path 

transmitter. The RBL is calculated as: 

RBL = Current Battery Life – Energy Drain (1) 

RBLm = |RBL|min (2) 

The Energy drain is directly related to the TPS such that the higher the transmit power, 

the greater the drain. The minimum Residual Battery Life (RBLm) is the lowest RBL of all the 

nodes along the data path under consideration. To calculate RBLm, the subsequent RBL will 

be calculated using the Power Setting table shown in Table 11 to determine the energy drain in 

Eqn 1. From this the revised RBL of each node on the path is calculated and then the node with 

the lowest revised battery life, RBLm, is identified. 

Table 11:Power Setting Chart 

Power Setting Residual Battery Life (Reduction) 

High Power (HP) 10 units 

Medium Power (MP) 5 units 

Low Power (LP) 2 units 

5.1.3 Transmit Power Setting Impactor (TPSI) 

There is a relation between the operational transmission speed and transmit power. At 

a given range, increasing the transmit power of a laser diode, for example, enables a higher 

data rate to be sustained. In this research we consider three possible power settings: Low Power 

(LP), Medium Power (MP) and High Power (HP). The range profile of the link using each of 

these power settings is shown in Figure 50. The corresponding energy drain on the battery in 

notional units is shown in Table 1. In this research, we define the Transmit Power Setting 

Impactor (TPSI) by first taking into account the Wasted Excess Power, WEP, of each node 

along the considered path. This overall WEP is calculated as follows: 

𝑊𝐸𝑃 = ∑ 𝑊𝐸𝑃𝑖𝑁
𝑖=1  (3) 

where N is the number of nodes in the corresponding path. 

The WEP of a given node is assigned zero if there is no possibility to lower the current 

power setting whilst preserving the E2E speed along the path. It is assigned a value of 1 if the 

node power could be lowered by one step and still maintain the E2E speed, and it is assigned 

the value 2, if it is possible to lower the power by two steps (i.e., from HP to LP) without 

impacting the E2E speed along the path. The overall WEP is the summation of these values on 

the path. Thus, the higher the score, the greater degree of wasted power along the path. 
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The WEP is then used to calculate what we term as the Transmit Power Setting 

Impactor (TPSI), which is a normalised measure as shown in Equation (4): 

𝑇𝑃𝑆𝐼 =
1

(𝑊𝐸𝑃+1)
 (4) 

If there is no wastage along the path, i.e., any reduction in the power setting of a node 

would negatively impact on the E2E speed, then WEP would be zero and the TPSI value would 

be 1. However, if, for example a path comprises nodes S-1-2-3-D, and the relay Node 1 could 

drop 1 power step and Node 3 could drop 2 steps, without reducing the overall E2E speed, 

respectively, then the WEP would be 1+0+2 = 3, and the TPSI would be 1 / (3 + 1) = 0.253. 

Thus, the higher the TPSI value the better. 

5.2 TE under Genetic Algorithm 

We start by implementing the intelligent Traffic Engineering (TE) system using a genetic 

algorithm, and the GA’s fitness score is calculated as the weighted sum of the three parameters 

given in Chapter 5.1. This weighting factor provides the priority of specific components that 

are given importance while calculating fitness score. 

5.2.1 Fitness Score 

This tool has been designed through a Genetic Algorithm that is a classic algorithm that 

is well known and efficient for linear problem-solving. This algorithm worked with a fitness 

value that is assigned to all chromosomes. These values called fitness score. The ranking/final 

result receive through this fitness score. In this tool, the fitness score as below: 

𝑠𝑐𝑜𝑟𝑒 = (𝛼 ∗ 𝐸2𝐸 𝑠𝑝𝑒𝑒𝑑) + (𝛽 ∗ 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝐿𝑖𝑓𝑒) − 𝛾 ∗ 𝑇𝑜𝑡𝑎𝑙 𝑊𝐸𝑃) 

5.2.1.1 Total WEP under GA 

WEP is a reasonably new concept to score the objective and need a numeric expression 

to calculate. To express and calculate Total WEP under GA, both TPSI and WEP have been 

introduced in Chapter 5.1.3. The WEP is the amount of power that gets wasted due not to 

contribute any impact on final E2E speed. WEP is calculated through numeric value where 

WEP value increase if TPS can be lower. Every step that the TPS can get lower, WEP gets a 

value of 1, which adds up while checking all nodes corresponding to that path. The final value 

is the WEP value. The equation is: 

𝑇𝑜𝑡𝑎𝑙 𝑊𝐸𝑃 =  ∑ 𝑊𝐸𝑃

𝑛

1

 

The process of WEP has been designed in a flowchart which is shown in Figure 52. 

 
3 The Nodes S and D are assumed to have access to mains power and are omitted from the calculation. 



Page 100 of 166 

5.2.1.2 Flowchart 

 

Figure 52: Flowchart of WEP 

5.3 End-to-End (E2E) Speed 

The purpose of this experiment is to find a valid path that provides the highest E2E speed. 

This experiment has been done with a unique topology shown in Figure 51, designed for where 

the priority is given to E2E speed. This means the fitness score in Chapter 5.2.1 will be 

calculated with higher priority to E2E speed. As it is noticed that the fitness score is calculated 

with the weighting factor, the score will be calculated in an extreme case such as 𝛼 = 1 and the 

rest of the weighting factors will be zero. This will provide a score to chromosomes based 

solely on their E2E speed. 

The settings used for this evaluation are in accordance with the scenario given in Figure 

51. These specific settings for the simulation are as follows: 

• We set the number of generations to 100. This value also applies to subsequent GA 

evaluations unless otherwise stated. 

• The topographical space is set to 45 x 45 square units. 

• The chromosome population size is set to 20. 



Page 101 of 166 

• Fresh five chromosomes are injected in every generation to maintain diversity, and 

these are randomly generated chromosomes. 

• Crossover rate is 30% and mutation rate is 70%. 

• To assess how the TE mechanism copes with changes over time, where appropriate, we 

run it for 5 epochs such that the residual battery life from one epoch becomes the initial 

value of the next epoch. 

To observe the behaviour under dynamic circumstances, where the network evolves over 

time, without running the tool for many epochs, we set up one of the nodes with smaller 

Residual Battery Life (RBL) and, thus, Node 1’s initial Residual Battery Life set to 30 units 

intentionally (instead of 100 units for all the remaining relay nodes). 

5.3.1 Expectation 

As mentioned above, this experiment is to observe the selected path, where the fitness 

function only considers the E2E speed with an elevated E2E speed weighting factor 𝛼 =1 and 

the rest of the weighting factor set to zero. This way, the tool should favour the chromosome 

representing highest overall speed. Under these circumstances, the tool should select a specific 

path with the highest speed until the battery of any node along the current path runs out. This 

is because the fitness score is only based on E2E speed. Therefore, when the Battery Life of 

any node is exhausted, the link will fail, and thus the tool will switch to another path. According 

to Figure 51, the initial selected path should be the red one, but once the battery of any node 

on that path runs out, the traffic will be diverted through the green one. The red path E2E speed 

is 2 Mbps, and the green path provides 1 Mbps using the range profile in Figure 50. This speed 

will be accomplished if the nodes are in a high-power setting. As this experiment is based on 

E2E speed, the tool should allocate all the nodes to a high-power setting, assuming it improves 

the overall speed. 

5.3.2 Result 

In order to verify that our tool is functioning appropriately, we run the tool using the 

settings described in Chapter 5.3. The tool is run for five times in sequence with similar settings 

but the final RBL from one run becoming the initial RBL of the next. After running the TE 

tool, the results we found are as follows: 

1st GA run: (Time X) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) H 20 

N2 (28,32) H 90 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 
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2nd GA run: (Time X+1) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) H 10 

N2 (28,32) H 80 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 

3rd GA run: (Time X+2) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) H 0 

N2 (28,32) H 70 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 

4th GA run: (Time X+3) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19)  0 

N2 (28,32)  70 

N3 (20,1) H 90 

N4 (35,23) M 95 

D (44,44)  100 

5th GA run: (X+4) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19)  0 

N2 (28,32)  70 

N3 (20,1) H 80 

N4 (35,23) M 90 

D (44,44)  100 

5.3.3 Analysis 

From the results in Chapter 5.3.2 the tool has selected the path which provides the best 

End-to-End speed. The path remains the same path until the Residual Battery Life of N1 

reaches zero. Since N1 runs out of battery life at the 3rd epoch, the current path switches to 

another path bypassing this node. Also, it has been noticed that most of the nodes are running 

with a higher (H) power setting, which provides the best E2E speed. Technically, there is either 

no impact of power setting or RBLm while calculating score due to the zero value of the 

weighting factor of power setting and RBLm. Theoretically, the reason behind the higher power 

setting is that the End-to-End speed is higher when the Power Setting is in high (H) mode. 

One observation of the result in 4th epoch, which shows one of the nodes assigned a Low (L) 

power setting, which may appear surprising. However, in this instance the link speed can go 
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down to the Low (L) power setting without impacting the End-to-End speed (E2E speed). With 

reference to Chapter 5.3.1, our tool behaves as expected. 

5.4 Minimum Residual Battery Life (RBLm) 

Similar to the process described in Chapter 5.3, the tool will now prioritize the Minimum 

Residual Battery Life (RBLm) of the nodes in the chromosomes. Therefore, the weighting 

factor of Minimum Residual Battery Life (𝛽) is set as 1, and the remaining weighting factors 

(𝛼 & 𝛾) are set to zero. The fitness score will thus be determined by the RBLm alone. The 

behaviour we are expecting is that, as the Residual Battery Life (RBL) of the nodes along the 

active path is reducing over time, the transmitting path will alternate to preserve the minimum 

residual battery life. Hence, as the fitness score reduces an alternate the current path will be 

selected. 

The simulation settings are the same as for the E2E speed experiment described in Chapter 

5.3. However, in this instance we run the tool for 10 epochs to observe the selected path over 

time. We also set up couple of the nodes with a smaller initial RBL in order to see whether tool 

is able to switch the alternative path when RBL of one of those nodes runs out. Thus, Node 1 

and Node 3’s Residual Battery Life are initialised to 30 units. The remaining relay nodes have 

an initial battery life of 100 units. 

5.4.1 Expectation 

As mentioned above, the weighting factor of Minimum Residual Battery Life (𝛽) is set 

at the highest value of one, and the rest of the weighting factors are set to zero. The tool should 

therefore make path selections in such a way as to preserve the battery life of the relay nodes. 

This happens because every time the GA run finishes, the Residual Battery Life of the current 

path’s nodes gets reduced according to their transmit power setting. The tool chooses the path 

that will consume less battery life (as the RBLm will remain higher). Thus, a lower power 

setting will be selected, if possible, as it lowers RBLm less. As stated, the weighting factor is 

such that a better score is assigned to chromosomes that result in a higher RBLm. This is the 

reason the current path will stay the same until the energy cost for the forthcoming cycle will 

cause the RBLm to be lower than the value along alternate paths. 

Observing Figure 51, we can see that the red path will be favoured first as its relay 

nodes are able to operate at a lower power setting. This will cause less drain on their batteries. 

However, a point will come when the drain is sufficient that the alternate green path is selected. 

However, as one of the nodes along this path must operate at high power, the green path is only 

used for a short time before the red path is again selected. 

5.4.2 Result 

As stated above, the tool runs with the same setting as stated in Chapter 5.3 except 

putting a higher weighting to the Residual Battery Life so that only this parameter is taken into 

account when calculating the fitness score. Thus, there is no impact from the power setting and 

the end-to-end speed. The outputs are shown as follows: 
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1st GA run: (Time X) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 28 

N2 (28,32) L 98 

N3 (20,1)  30 

N4 (35,23)  100 

D (44,44)  100 

2nd GA run: (Time X+1) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 26 

N2 (28,32) L 96 

N3 (20,1)  30 

N4 (35,23)  100 

D (44,44)  100 

3rd GA run: (Time X+2) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 24 

N2 (28,32) H 86 

N3 (20,1)  30 

N4 (35,23)  100 

D (44,44)  100 

4th GA run: (Time X+3) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 22 

N2 (28,32) H 76 

N3 (20,1)  30 

N4 (35,23)  100 

D (44,44)  100 

5th GA run: (Time X+4) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19)  22 

N2 (28,32)  76 

N3 (20,1) H 20 

N4 (35,23) H 90 

D (44,44)  100 
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6th GA run: (Time X+5) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 20 

N2 (28,32) L 74 

N3 (20,1)  20 

N4 (35,23)  90 

D (44,44)  100 

7th GA run: (Time X+6) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 18 

N2 (28,32) M 69 

N3 (20,1)  20 

N4 (35,23)  90 

D (44,44)  100 

8th GA run: (Time X+7) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 16 

N2 (28,32) L 67 

N3 (20,1)  20 

N4 (35,23)  90 

D (44,44)  100 

9th GA run: (Time X+8) 

 Coordinate Power Setting  RBL 

S (0,0)  100 

N1 (9,19) L 14 

N2 (28,32) L 65 

N3 (20,1)  20 

N4 (35,23)  90 

D (44,44)  100 

10th GA run: (Time X+7) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 12 

N2 (28,32) H 55 

N3 (20,1)  20 

N4 (35,23)  90 

D (44,44)  100 

5.4.3 Analysis 

As displayed, the tool selects the path that has more Residual Battery Life. The tool has 

also assigned the power setting according to the fitness function such that communication is 
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maintained but that energy drain is reduced (to maximise RBLm). This means there is a relation 

between RBLm and the transmit power. It is essential to allocate the correct power setting in 

order to preserve battery life. From the output, it is noticed that Node 1 has permanently 

assigned a low power setting in order to save some battery life whilst maintaining 

communication. This shows that the tool is behaving the way we expected. On the 5th epoch, 

the current path flips to the path S-3-4-D, and this time, Node 3 allocated a high (H) power 

setting. According to our expectation, we might expect it to be allocated a lower power setting 

on Node 3. However, the link from Node 3 to 4 can only persist if Node 3 operates at high 

power. 

One of the crucial things is that the path stays the same until battery life is reduced 

significantly compared to another path, according to Figure 51. As the RBLm designed, the 

fitness value always assigned the lowest RBLm for a specific path/chromosome. Therefore, the 

current path does not change until the RBLm value has the lowest Battery life in any node of 

that path. This makes the RBLm in such a way that the battery life decreases quickly for current 

path. 

On the 6th epoch, the path flips again, favouring the red path in terms of the minimum 

impact on RBLm. Finally, the results confirm that the tool operates as expected given the 

fitness function configuration. 

5.5 Transmit Power Setting (TPS) 

This experiment is set up with a topology designed to verify whether the transmit power 

setting parameter of this tool is working correctly, as shown in Figure 53. Therefore, the 

parameter is calculated through total WEP described in Chapter 5.2.1.1 for this version of the 

tool. The power setting has an impact on both the energy drain (and thus the RBL) and the end-

to-end speed. The impact on the bitrate is derived from the minimum link speed along the path. 

The link speed is obtained from the range profile for the given transmit power setting. 

This Transmit Power Setting uses data range from Figure 50 that will be utilized to 

implement this experiment. This data range also shows that there is no end-to-end speed or 

zero E2E speed if the distance is more than 3 km. 

The topology shown in Figure 53 deliberately has Node 1 close to Node 2, but Node to is 

relatively far from the destination D. This arrangement is such that Node 2 must operate on 

high power (H) to maintain a link to D. However, Node 1 only needs to use low power (L) to 

communicate with Node 2. Using a higher value confers no benefit and thus wastes energy. 

The simulation is configured as follows: 

• Number of generations = 100 generations. 

• Grid size 50x50 using the topology in Figure 53. 

• The chromosome population size is set to 20. 

• Fresh chromosomes are injected in every generation to maintain diversity. 
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5.5.1 Expectation 

In this topology, Node 1 placed near to Node 2, which shows the highest link speed but 

the Source to Node 1 can only operate at the minimum link speed. Similarly, Node 2 to the 

Destination is at the maximum range and so will provide the minimum link speed even when 

the power setting of Node 2 is High (H). If our tool is working, then it should show that Node 

1 will be assigned a Low (L) power setting as increasing it beyond this value yields no E2E 

speed benefit but just wastes energy. 

 

Figure 53: Topology for Evaluating Transmit Power Setting 

In this experiment we adjust the Transmit Power Setting weighting which is total WEP 

to one and set the other two weighting values to zero. Thus, the fitness is based solely on TPS. 

5.5.2 Result 

For this experiment, we run the tool and obtain the following output (from the best 

chromosome in the final generation): 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (20,20) L 98 

N2 (30,30) H 90 

D (49,49)  100 

5.5.3 Analysis 

As stated, the output clearly shows that Node 2 is at a high-power setting as the tool 

determines, correctly, that the link is only viable at this setting, operating at 1 Mbps. Moreover, 

the tool doesn’t allow any speed less than 1 Mbps. Another thing to note is that Node 1 has a 

power setting of L, which is ideal. If Node 1 were to adopt a higher power setting, then the link 

speed between Node 1 and Node 2 would increase, but the overall E2E speed would remain 1 

Mbps. This would be a waste of Residual Battery Life. This shows is functioning as anticipated. 

5.6 Combined Objectives 

This experiment concentrates on a real-life situation where we consider all three 

objectives equally when finding a solution. This means the weighting factor of all three 
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objectives (𝛼, 𝛽, 𝛾) set as equivalent to the value of 0.33. This will provide equal preference 

while calculating the fitness score. the tool settings are similar setting to Chapter 5.3 with the 

following amendments: 

• We run the experiment over 10 epochs. 

• The residual battery life of all nodes is set to 100 units initially. 

5.6.1 Expectation 

The expectation of this experiment doesn’t have any definite answer, but we can 

observe the overall behaviour of the tool and confirm that it functions as expected. However, 

the equal weighting on fitness value will mean that a compromise between the objectives will 

be sought in each epoch. 

5.6.2 Result 

With the setting mentioned in Chapter 5.6, the tool yields the following results: 

1st GA run: (Time X) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 98 

N2 (28,32) L 98 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 

2nd GA run: (Time X+1) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 96 

N2 (28,32) L 96 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 

3rd GA run: (Time X+2) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 94 

N2 (28,32) L 94 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 
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4th GA run: (Time X+3) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 92 

N2 (28,32) L 92 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 

5th GA run: (Time X+4) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19)  92 

N2 (28,32)  92 

N3 (20,1) H 90 

N4 (35,23) L 98 

D (44,44)  100 

6th GA run: (Time X+5) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 90 

N2 (28,32) L 90 

N3 (20,1)  90 

N4 (35,23)  98 

D (44,44)  100 

7th GA run: (Time X+6) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 88 

N2 (28,32) L 88 

N3 (20,1)  90 

N4 (35,23)  98 

D (44,44)  100 

8th GA run: (Time X+7) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 86 

N2 (28,32) L 86 

N3 (20,1)  90 

N4 (35,23)  98 

D (44,44)  100 
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9th GA run: (Time X+8) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 84 

N2 (28,32) L 84 

N3 (20,1)  90 

N4 (35,23)  98 

D (44,44)  100 

10th GA run: (Time X+9) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 82 

N2 (28,32) L 82 

N3 (20,1)  90 

N4 (35,23)  98 

D (44,44)  100 

5.6.3 Analysis 

When the combination of all three objectives have been used to find the solution, the tool 

is able to find a compromise between all objectives. The results over time shown in Chapter 

5.6.2 show that, at time X, the tool has tried to provide a reasonable E2E speed with a Low (L) 

power setting to conserve battery life. With a hand calculation, it is clear that the red path in 

Figure 51 has a higher potential E2E speed when the power setting is High (H). However, 

considering battery consumption, the tool has opted to be more cautious. Again, from time X+1 

to X+3, the path stays the same path to preserve enough battery life to provide satisfactory E2E 

speed. The tool chooses this to make no change because the E2E speed along both paths is the 

same, but the red path from Figure 51 consuming less energy through a lower Transmit Power 

Setting than the green path. At time X+4, the path switches due to higher battery life, and the 

E2E speed is highest although the power setting of Node 3 must be High (H). Interestingly, 

Node 4 operates at Low (L) power as increasing it confers no benefit to the overall speed along 

the green path. The drain on the energy at Node 3 then causes the path to change back to the 

red one from time X+5 to X+9 and stays the same. The red path is chosen as it is more energy 

efficient. This shows that the tool is able to find a compromise between all of the objectives 

and provide a reasonable solution. 

5.7 Effect of Weather Evaluation 

This tool has the ability to model the effect of weather on the transmitting nodes. At 

each epoch, the weather conditions at each node can be ascertained the appropriate range 

profile consulted to determine the expected impact on the link speed. The TE tool thus 

addresses one of the drawbacks of rural broadband. By effectively checking the weather at 

regular intervals (epochs) the tool is able to adjust the power setting of nodes and even the 

selected path in order to maintain a reasonable service (if possible). A scenario has been set up 

as shown in Figure 54.  
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Figure 54 shows that the bad weather impacts the network where the red path has been 

broken due to bad weather, and therefore the green one is the only active path capable of 

transmitting data. The figure shows that weather has impacted Node 1, and it is unable to 

transmit data at any power setting. 

 

Figure 54: Impact of Weather on Rural Broadband 

The basic experimental setup is the same as described in Chapter 5.6. However, in 

addition a random number generator is used to determine whether the nodes are experiencing 

any adverse weather effect and, if so, which nodes. The chances of a node experiencing bad 

weather was set to 60%. This percentage of bad weather was set arbitrarily to allow us to 

evaluate behaviour of the tool over multiple epochs; the bad weather is assumed to be so severe 

that the node(s) concerned are unable to transmit data. 

5.7.1 Expectation 

The topology is configured as shown in Figure 54. This experiment should show that if 

a node on a specific path is experiencing bad weather, the node becomes inaccessible and so it 

is unable to transmit data on its links. Therefore, the tool will be forced to choose another path. 

If the weather improves, the original path may then be again favoured. 

5.7.2 Result 

The results of the experiment are shown as follows: 

1st GA run: (Time X) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 98 

N2 (28,32) L 98 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 
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2nd GA run: (Time X+1) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 96 

N2 (28,32) L 96 

N3 (20,1)  100 

N4 (35,23)  100 

D (44,44)  100 

3rd GA run: (Time X+2) (bad weather at N1) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19)  96 

N2 (28,32)  96 

N3 (20,1) H 90 

N4 (35,23) L 98 

D (44,44)  100 

4th GA run: (Time X+3) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 94 

N2 (28,32) L 94 

N3 (20,1)  90 

N4 (35,23)  98 

D (44,44)  100 

5th GA run: (Time X+4) (bad weather at N4) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) M 89 

N2 (28,32) M 89 

N3 (20,1)  90 

N4 (35,23)  98 

D (44,44)  100 

6th GA run: (Time X+5) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 87 

N2 (28,32) L 87 

N3 (20,1)  90 

N4 (35,23)  98 

D (44,44)  100 
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7th GA run: (Time X+6) (bad weather at N1) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19)  87 

N2 (28,32)  87 

N3 (20,1) H 80 

N4 (35,23) L 96 

D (44,44)  100 

8th GA run: (Time X+7) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 85 

N2 (28,32) L 85 

N3 (20,1)  80 

N4 (35,23)  96 

D (44,44)  100 

9th GA run: (Time X+8)  

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19) L 83 

N2 (28,32) L 83 

N3 (20,1)  80 

N4 (35,23)  96 

D (44,44)  100 

10th GA run: (Time X+9) (bad weather at N1) 

 Coordinate Power Setting RBL 

S (0,0)  100 

N1 (9,19)  83 

N2 (28,32)  83 

N3 (20,1) H 70 

N4 (35,23) L 94 

D (44,44)  100 

5.7.3 Analysis 

In this experiment, the tool proceeds with similar results that the tool provided in Chapter 

5.6 as we use an equal weighting for the fitness function objectives. However, this time we 

concentrate on whether the tool can divert the path when bad weather blocks the original path. 

As shown in the results, when a node is affected by the weather, the tool avoids using the 

impacted path. From the results, in the 3rd epoch Node 1 is experiencing weather. Therefore, 

the red path from Figure 51 is unavailable, and our tool chooses the alternative path. The same 

thing happened in the 7th and 10th epochs. In the 5th epoch, although bad weather affects Node 

4, as this is not on the transmission path, no change is required. The tool able to identify to 

divert traffic to alternative paths when appropriate and works as expected. 
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5.8 Traffic Engineering Tool under MOEA 

According to the rural scenario we are considering, the presence of multiple objectives such 

as E2E speed, the impact of transmit power setting, and residual battery life give rise to multiple 

optimal solutions based on the importance of these competing performance metrics instead of 

a single optimal solution. One of these Pareto-optimal solutions cannot be said to be better than 

the other. This depends on the preferences of the user/operator; it is thus convenient to find 

many Pareto-optimal solutions to construct a Pareto front.  

Our tool can execute and provide a 3-dimensional set of solutions. The problem has three 

objectives described in section 5.1, and the MOEA is used to find (near) final solutions where 

all three objectives are considered, and no single objective can be further improved without the 

detriment of one or more others. Our tool takes the form of an improved and tailored version 

of the Strength Pareto Evolutionary Algorithm (SPEA-II) where a Pareto front is created of all 

the non-dominated solutions. It is then up to the operator to determine which of these solutions 

best meets their needs / preferences at a given time. 

5.8.1 Improved Strength Pareto Evolutionary Algorithm 

In this research, we employ a modified form of SPEA. The steps involved in the algorithm 

can be summarised as listed in Figure 55. During initialisation, a primary population of viable 

solutions is randomly created. A secondary population of non-dominated solutions is created 

as a null population. Then for each iteration (i.e., generation) the primary and secondary 

populations are combined to form a temporary population. These are scored in terms of fitness 

for each objective and then ranked based on dominance. The non-dominated solutions are 

copied to the revised secondary population. The weakest solutions are culled, and the remainder 

participate in the mating process to partially complete the new primary population. Population 

diversity is maintained as random chromosomes are added to the residual portion of the primary 

population. 

In order to design the TE tool under MOEA, an improvement has been made according to 

the problem we need to address. The improvement has made changes, and some additions to 

the existing SPEA-II described in Chapter 2.8 in order to maintain a balanced distribution in a 

population. The flow of the modified SPEA algorithm is as follows: 

1. Initialize: Generate an initial primary population of N random viable chromosomes, 

Pp. Create a null secondary population, Ps, that will hold the non-dominated solutions 

when found. Also, initialize the iteration count i to 0. 

2. Merge: Combine the primary and secondary populations to create a temporary 

population Pt. Purge Ps. 

3. Fitness and Rank: Calculate the fitness of the chromosomes in Pt based on the 

dominance strength. Rank them based on dominance strength. 

4. Export: Search and copy the non-dominant solutions into Ps to re-create a secondary 

population of size N. 

a. If the number of non-dominated solutions exceeds N, truncate Ps to size N 

(typically pruning clusters), else if the number of non-dominated solutions is 

less than N, then copy the best of the dominated solutions to Ps until it is size N. 
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5. Termination: Check the termination condition(s). Typically, this is when the iteration 

count equals a particular value imax. If i < imax then increment i and continue, else 

terminate. 

6. Cull: Remove the weakest chromosomes from Pt (typically 30%) and place the 

remainder in the mating pool. 

7. Select and Mate: Select chromosome pairs from the mating pool (using tournament 

selection etc.) and potentially invoke crossover and mutation (based on chosen 

crossover and mutation rates) to determine child chromosomes that form part of the 

new primary population Pp. 

8. Random Injection: Once the new primary population is partially full (typically 80%), 

make up the remainder with fresh randomly generated viable chromosomes till Pp is 

size N. Then return to Step 2. 

A flowchart of the process is provided in Figure 55. The advantage of this approach is that 

multiple objectives are used. In a given chromosome, each objective receives its own fitness 

score and then the chromosomes are ranked in terms of dominance. In our case three objectives 

are considered. These are the E2E speed along a potential path, the residual battery life of the 

“weakest node” along the path, and the TPSI which is a measure of the wasted excess power 

that is being used. These objectives are conflicting, as we are trying to maximize the bitrate 

whilst limiting the power needed and also taking into account the residual life of the nodes.  

 

Figure 55: Flow Diagram of the Traffic Engineering MOEA 
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5.8.1.1 Culling 

According to Figure 55, the algorithm culls weak chromosomes from the temporary 

population. This means the algorithm removes a percentage of the worst chromosomes from 

the temporary population. This is done by sorting chromosome according to their dominance 

rank and the weakest ones are then deleted. Typically, 30% of the chromosomes are culled. 

5.8.1.2 Dijkstra Algorithm 

As mentioned earlier, this TE tool is a modified version of SPEA-II. The computational 

method employs a similar process to the NP tool. This tool has been used to discover the best 

possible path after considering all the objectives. However, the TE tool does not employ 

Dijkstra Algorithm as the NP already has already employed this to help determine where to 

locate the relay nodes such that end-to-end speed is achievable. 

5.8.1.3 Crossover and Mutation 

The chromosome crossover is done by selecting a particular point of parent 1 and parent 

2 and swapping their TPS. This swap does not happen according to traditional crossover. 

Similarly, the mutation does not take place as a traditional mutation process would. The process 

of mutation only happens by changing any particular node’s TPS. 

5.8.2 Final Flowchart 

 

Figure 56: Final Process Flowchart of the Improved SPEA 
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5.8.3 Design Parameters 

In this study, we start by assuming a network planning tool has already selected the 

location of the relay nodes [127], as illustrated in Figure 51. These relay nodes are considered 

to employ a combination of renewable and battery power sources. Each relay is equipped with 

several transceivers that support FSO communication. Furthermore, the power of these 

transceivers is selectable, with greater power allowing for a higher transmission bitrate at a 

given range. The Internet Access Point (i.e., Point of Presence) is considered to be connected 

to the high-speed Internet and has access to a limitless power source. As such, its transmission 

links can always transmit at maximum power. Communication is via line-of-sight optical links, 

and the overall aim is to maintain a high-speed path between the Internet Access Point (IAP) 

and the Rural Access Point (RAP). This can be achieved by a combination of path selection 

and the transmit power of individual links along the path.  

Three parameters are currently taken into consideration when deciding the preferred 

path and power configuration. These are the: 

1. End-to-End speed from the IAP to the RAP 

2. Residual battery life of the relay nodes 

3. TPSI of the FSO transceivers. 

The tool is based on SPEA-II in order to discover the best possible outputs considering all 

three objectives. This topology has 12 different possible solutions that can be discovered by 

the tool, or, in other words, data can transmit from Source to destination through 12 different 

combinations of paths and power settings. Our tool will discover all the non-dominated 

solutions over these objectives. All viable solutions are shown in Table 12. 

Table 12: All Viable Solutions with their Performance Measures 

Node 1 Node 2 Node 3 Node 4 RBLm Energy 

consumption 

E2E 

Speed 

H H   90 10 (20) 2 

H M   90 10(15) 1.5 

H L   90 10(12) 1 

M H   90 10(15) 1.5 

M M   95 5(10) 1.5 

M L   95 5(7) 1.5 

L H   90 10(12) 1 

L M   95 5(7) 1 

L L   98 2(4) 1 

  H H 90 10(20) 1 

  H M 90 10(15) 1 

  H L 90 10(12) 1 

Table 12 shows all the possible chromosomes that exist and should thus appear over 

multiple generations. Residual Battery Life (RBL) depends on the power settings in an 

individual chromosome. Regardless of RBL and current circumstances, the energy 
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consumption provides a predictor of the final or non-dominated solutions. In addition to energy 

consumption, total RBL provided together with RBLm which is calculated through summation 

of both node’s RBL based on their TPS. Through analysis of Table 12, it can be predicted that 

the best possible solution could be the chromosome with either power setting of Node 1 (M) 

and Node 2(M) or Node 1 (M) and Node 2(L). One of the considerable solutions is possibly 

Node 1 (M) and Node 2 (L) though the final solution depends on operator preference. 

One question that arises is why Node 3 and Node 4 have got only three viable path/power 

setting alternatives. This is because Node 3 is only able to communicate when it employs a 

high-power setting. Any other power setting results in a non-viable E2E speed which is not 

permittable in the tool. Power setting is a significant factor that has an impact on all parameters. 

However, RBL is also essential. The non-dominated solutions might change over time as the 

RBL changes. 

The tool runs with our defined parameters and configuration. However, in this experiment, 

the essential factor is to discover whether the tool can explore all possible paths/power 

configurations throughout its run over many generations. Understandably, some solutions will 

be dominated by others. However, throughout the simulation, given the choices are limited, it 

should have explored all of those 12 viable solutions confirming that tool is correctly finding 

all the feasible solutions and then identifying the best ones.  

5.8.4 Implementation 

Our TE tool is based on SPEA-II in order to discover the best possible downstream path 

considering three parameters: end-to-end speed, residual battery life of the relay nodes, and 

wasted excess energy resulting from unnecessarily transmitting at too high a power. The 

structure of the tool is given in Chapter 5.8.1 and it was implemented in Python. 

To confirm the validity of the tool, we start by considering the scenario shown in Figure 

51, comprising four battery-powered FSO relay nodes (1...4) in addition to the mains powered 

source (S) and destination (D). In this topology, in accordance with the range profile shown in 

Figure 50, only 12 viable solutions exist, as listed in Table 13. The lowest Residual Battery 

Life along the path (RBLm) assumes that all nodes start with a battery charge of 100 units, and 

then the per-node RBL is calculated based on the transmit power setting. The RBLm is then 

identified. The value is shown in generic units. The WEP is calculated in accordance with Eqn 

3 and is simply listed as an integer value, the higher, the more wasted energy. Finally, the E2E 

speed is the bitrate of the path expressed in Mbps in accordance with the range profile. 
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Table 13: All Viable Solutions with their Performance Measures with WEP 

Node Number RBLm WEP E2E Speed 

1 2 3 4 

H H   90 0 2 

H M   90 1 1.5 

H L   90 2 1 

M H   90 1 1.5 

M M   95 0 1.5 

M L   95 1 1 

L H   90 2 1 

L M   95 1 1 

L L   98 0 1 

  H H 90 2 1 

  H M 90 1 1 

  H L 90 0 1 

From Table 13, it can be seemed that only two paths exist but that different transmit power 

setting Impactor are possible. However, as seen from the S-3-4-D path, Node 3 must operate 

at high power for the link to be operational and thus allow for the overall path to function.  

5.8.5 Output 

The configuration we used to perform this verification experiment is as follows: 

a) Number of generations = 100 

b) Topology grid size = 45 x 45; each grid square represents an area of 100m x 100m 

c) Range = 30 squares (3km) 

d) New chromosomes injected (per iteration) = 5 

e) Population size = 20 

Once the tool is run with the above configuration, it provides output as expected, which is the 

following: 

5.8.5.1 Colour Coded Solutions 

A colour code system has been adopted to provide a clear description of chromosome 

representation to illustrate the Pareto Set (PS). The colour code describes how an individual 

chromosome performs on the PS. Also, these solutions are marked in different colours based 

on how good the solution is. In order to differentiate between the various solutions, we use four 

colour codes to show how good the solutions are as shown in Table 14. 

Table 14: Different Solution Colour Codes   

 

These chromosomes are superior by less than 3 other chromosomes 

These chromosomes are non-dominated solutions, and they dominate to all other 
chromosomes

These chromosomes are dominated by non-dominated solutions

These chromosomes are dominated by all other chromosomes
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The red-coloured chromosomes are primarily non-dominated solutions. These solutions 

are superior or uniform to all other solutions by at least two objectives. The Blue coloured 

chromosomes are defined as practical solutions, but they are not as worthy as red coloured. 

These solutions are superior, mainly non-dominated solutions (red) in terms of our objectives. 

The green ones are dominated by only those that are non-dominated solutions, typically red-

coloured chromosomes. All chromosomes dominate the brown ones, which are worse in all 

objectives than the others. 

5.8.5.2 Generation 1 

Table 15: Tabular Form of Unique Solutions in Generation 1 

 

Generation 1 has 20 chromosomes in its temporary population as this is the initial 

generation, but only seven of them are used to plot the PS as they are unique. These 

chromosomes are the different solutions for this generation; in other words, these chromosomes 

have distinct characteristics. In consideration of superior compromises between all three 

objectives, chromosomes 1, 2 and 3 are non-dominated solutions (at this time). These non-

dominated solutions are identified in red in Figure 57 and form the PF.  

 

Figure 57: Solutions Found in Generation 1 

From Figure 57, it is also seen those chromosomes 1, 2 and 3 are non-dominated. This 

leads to all other chromosomes has been superior by at least one chromosome. According to 

Table 15, chromosomes that have a zero (0) value of dominance count/fitness are the non-

Chromosome No Source Node 1 Node 2 Destination E2E Speed RBLm TPSI Dominance Rank Dominance Count

1 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(L)(1.0) (44,44) 1 98 1 7 0

2 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(H)(2.0) (44,44) 2 90 1 7 0

3 (0,0)(H)(2.0) (9,19)(M)(1.5) (27,32)(M)(1.5) (44,44) 1.5 95 1 7 0

4 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(H)(2.0) (44,44) 1 90 0.33 2 39

5 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(M)(1.5) (44,44) 1 95 0.5 4 21

6 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(L)(1.0) (44,44) 1 90 1 6 21

7 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(M)(1.5) (44,44) 1 90 0.5 4 35

8 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(M)(1.5) (44,44) 1.5 90 0.5 4 21

Generation 1
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dominated solutions. Again, the rule the tool uses to decide if a chromosome is dominated is 

to see if any other chromosome superiors by at least two objectives. 

Chromosome 1 from Table 15 has the lowest E2E speed but better/similar to best 

RBLm than others and best TPSI. Again, Chromosome 2 might seem viable as it has the highest 

E2E speed and better TPSI, but it has the worst RBLm. Chromosome 6 also represents similar 

aspects, but it has the worst values in all objectives, so it is not one of the preferred outcomes. 

The final non-dominated solution, Chromosome 3 has the right balance of all objectives where 

it has decent E2E speed, RBLm and best TPSI. There is one more condition that the tool tests, 

that is if one objective of a chromosome is similar to another one, then whether that 

chromosome is dominating the other one. Chromosomes 1, 2 and 3 are dominating all 

chromosome by at least two objectives. 

According to Table 14, chromosomes 1, 2 and 3 represent non-dominated solutions as 

they are primarily dominating all other chromosomes. According to the current problem, these 

are the best solutions, and therefore, they are highlighted in red. The blue colour chromosomes 

represent almost the best solution as they are almost superior to all other chromosomes. 

Similarly, chromosome 4 is marked as brown as this is the worst solution and is dominated by 

approximately all different chromosomes. Chromosomes 5, 7 and 8 are green as they are 

superior by half of the chromosomes in PF though they are better than brown ones. 

Therefore, Chromosomes no 1, 2 and 3 represent the non-dominated solution in PF, and 

they represent the best solutions to our problem. 

5.8.5.3 Generation 2 

Table 16: Tabular Form of Unique Solutions in Generation 2 

 

Generation 2 acquires 40 chromosomes in the temporary population, but only eight are 

unique. These chromosomes are the distinct viable solutions for that generation; in other words, 

these chromosomes have unique fitness values. In consideration of all three objectives, 

chromosomes 1, 2 and 3 are the non-dominated solutions. These non-dominated solutions form 

the PF, which is shown in Figure 58.  

Chromosome No Source Node 1 Node 2 Destination E2E Speed RBLm TPSI Dominance Rank Dominance Count

1 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(L)(1.0) (44,44) 1 98 1 7 0

2 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(H)(2.0) (44,44) 2 90 1 7 0

3 (0,0)(H)(2.0) (9,19)(M)(1.5) (27,32)(M)(1.5) (44,44) 1.5 95 1 7 0

4 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(H)(2.0) (44,44) 1 90 0.33 2 39

5 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(M)(1.5) (44,44) 1 95 0.5 4 21

6 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(M)(1.5) (44,44) 1.5 90 0.5 4 21

7 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(L)(1.0) (44,44) 1 90 1 6 21

8 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(M)(1.5) (44,44) 1 90 0.5 4 35

Generation 2
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Figure 58: Solutions Found in Generation 2 

All the chromosomes are colour coded according to Table 14, which represents how good 

the solutions are. Red chromosomes are the non-dominated solutions, and those are 

chromosomes 1, 2 & 3. Chromosome 4, in brown, is the worst solution in this scenario. 

Chromosome 7 is blue coloured and is a better solution. Finally, green chromosomes are 

superior primarily by better solutions though they superior other solutions. These are 

chromosomes 5, 6 and 8. 

A visualisation of the chromosomes in generation 2 is given in Figure 58. Chromosomes 1, 2 

and 3 dominate all other chromosomes and represent the non-dominated solutions. By 

analysing the PF, the non-dominated chromosomes are dominating a similar way as generation 

1. Therefore, the final superior output is chromosomes 1, 2 and 3, as expected. 

5.8.5.4 Generation 3 

Table 17: Tabular Form of Unique Solutions in Generation 3 

 

Generation 3 has 40 chromosomes in the temporary population, but only eight of them 

are unique. These chromosomes represent the viable solutions for that generation. It is also 

identified that chromosomes 1 and 2 from Table 17 have better E2E speed, TPSI and RBLm. 

Again, Chromosome 3 might seem desirable as it has a decent E2E speed, very good RBLm 

and TPSI. The non-dominated solutions forming the PF. are identified in red as shown in Figure 

59. 

Chromosome No Source Node 1 Node 2 Destination E2E Speed RBLm TPSI Dominance Rank Dominance Count

1 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(H)(2.0) (44,44) 2 90 1 7 0

2 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(L)(1.0) (44,44) 1 98 1 7 0

3 (0,0)(H)(2.0) (9,19)(M)(1.5) (27,32)(M)(1.5) (44,44) 1.5 95 1 7 0

4 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(H)(2.0) (44,44) 1 90 0.33 2 39

5 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(M)(1.5) (44,44) 1 90 0.5 4 21

6 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(M)(1.5) (44,44) 1.5 90 0.5 4 21

7 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(L)(1.0) (44,44) 1 90 1 6 21

8 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(M)(1.5) (44,44) 1 95 0.5 4 35

Generation 3
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Figure 59: Solutions Found in Generation 3 

In Figure 59 chromosomes 1, 2 and 3 dominate all other chromosomes. It is noticed that 

feasible chromosomes become more dominated over evolving generations. The final best 

output is represented by chromosomes 1, 2 and 3.   

5.8.6 Analysis 

In Chapter 5.8.5, the output from the temporary population of the tool is outlined, and these 

three generations reveal all the chromosomes that have been used to create Pareto Set (PS). 

The creation of PS shows the non-dominated solutions called PF from the temporary 

population, which are shown in Figure 57-Figure 59. Preserving these non-dominated solutions 

is crucial to finding a potentially better result. Therefore, there is one more experiment needed, 

which will confirm that our tool has considered all possible solutions before choosing the final 

output. This is not possible with complex scenarios; however, in this instance the task is 

feasible as the number of possible solutions is rather small. 

We combine the data from all the generations to create a new table, Table 18, showing all 

the solutions found. This table represents each path/power setting selected, and in what 

generation they were first discovered. 
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Table 18: All Theoretically Viable Paths/Settings Discovered over All Generations 

 

The power setting plays a crucial role when considering E2E speed and RBL. The chosen 

paths/power settings in Table 18 show that the tool has the ability to locate all chromosomes 

in the Pareto front while evolving over a number of generations to better solutions (typically 

four generations in this case). The tool has the ability to eliminate duplicate outputs based on 

the three objectives using the crowding distance (CD) mechanism in order to avoid any 

premature convergence while developing the PF. This is essential to ensure good non-

dominated solutions are not lost and diversity is preserved. 

It is notable that the secondary population in Figure 57, Figure 58 and Figure 59, only 

contain eight distinct chromosomes used for plotting the PS despite the temporary population 

comprising 40 chromosomes. These are determined through their objectives value according 

to Table 19. Although there are actually 12 viable solutions, in terms of the three performance 

objectives some of them have the same scores. Thus, the CD mechanism will prevent these 

performance duplicates from appearing is the secondary population. Even so, the tool is able 

to discover every single unique chromosome, which is shown in Table 18 and confirms the tool 

is working as expected.  

Table 19 has been built considering the E2E speed and RBLm, taking into account the node 

TPS values, and the TPSI. TPS affects the E2E speed, with reference to the range profile, and 

what it will be the RBL for the next period. Another thing to note is that the path formed via 

Node 3 and Node 4 exists only if Node 3 is at High TPS. 

Node 1 Node 2 Node 3 Node 4 Discover in Generation

H H Generation 1

H M Generation 1

H L Generation 4

M H Generation 4

M M Generation 1

M L Generation 4

L H Generation 1

L M Generation 1

L L Generation 1

H H Generation 2

H M Generation 1

H L Generation 1
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Table 19: All Theoretical Solutions with their Objectives Values 

 

 Table 19 shows three sets of chromosomes marked purple, yellow and green. These 

have similar objectives values, which means only three out of seven chromosomes (purple, 

yellow and green) can stay in the secondary population. This does not have any impact 

regardless of what chromosome the tool selects between these similar chromosomes. 

Therefore, the number of the unique chromosome will be eight, according to theory and our 

expectation. The results of the experiment are shown in Figure 60. 

 

Figure 60: Feasible Solutions and the Pareto Set 

Although there are 12 viable solutions, several of them have the same score/fitness in 

the three parameters we consider, so they are coincident. The red dots show the dominated 

solutions in the PS, and the red dots are the final Pareto Front. The results are in complete 

agreement with the theoretical predictions. It is also worth noting that the red non-dominated 

solutions represent the best compromises between the three parameters of interest (i.e., E2E 

speed, TPSI and RBLm) depending on preferences.   

Node 1 Node 2 Node 3 Node 4 E2E Speed RBLm TPSI

H H 2 90 1

H M 1.5 90 0.5

H L 1 90 0.33

M H 1.5 90 0.5

M M 1.5 95 1

M L 1 95 0.5

L H 1 90 0.33

L M 1 95 0.5

L L 1 98 1

H H 1 90 0.33

H M 1 90 0.5

H L 1 90 1



Page 126 of 166 

5.8.7 Final Generation Pareto Set 

This experiment is to observe the visual representation of how the Pareto Set looks with 

the data provided by the tool. The Pareto Front provides us with all the non-dominated solutions 

found, preserving the best chromosomes in every iteration. It is an essential process for the 

MOEA, where the final outputs are all the non-dominated solutions in the final generation. 

This is another validation process for our tool. Tabulated and graphical results taken from the 

final generation are shown in Table 20 and Figure 61, respectively. 

Table 20: Secondary Population in the Final Generation 

 

 

Figure 61: Solutions in the Final Generation 

According to the Pareto Set, the three objectives have been compared and the non-

dominated solutions are shown in red. By analysing the PF in Figure 61, chromosome 1 has 

excellent, in fact, the best E2E speed but with the highest TPSI value and the worst RBLm 

compared to all other chromosomes. Chromosome 3 has the lowest E2E speed compared to 

other chromosomes but has the best RBLm and TPSI. Conversely, chromosome 2 has a 

balanced E2E speed and RBLm with the best TPSI. It is noticed that feasible chromosomes 

typically become more dominated over evolving generations. A few non-dominated solutions 

tend to supersede the solutions found in early generations, as the MOEA has evolved to find 

the optimal results. The final best outputs are chromosome 1, 2 and 3. 

Chromosome No Source Node 1 Node 2 Destination E2E Speed RBLm TPSI Dominance Rank Dominance Count

1 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(H)(2.0) (44,44) 2 90 1 7 0

2 (0,0)(H)(2.0) (9,19)(M)(1.5) (27,32)(M)(1.5) (44,44) 1.5 95 1 7 0

3 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(L)(1.0) (44,44) 1 98 1 7 0

4 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(H)(2.0) (44,44) 1 90 0.33 2 39

5 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(M)(1.5) (44,44) 1 95 0.5 4 21

6 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(M)(1.5) (44,44) 1 90 0.5 4 35

7 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(M)(1.5) (44,44) 1.5 90 0.5 4 21

8 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(L)(1.0) (44,44) 1 90 1 6 21

Generation 100
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5.8.8 Final Output Evaluation 

This evaluation is based on a comparison between the final generation (100th generation) 

and all possible solutions shown in Table 21. This comparison is to confirm the satisfactory 

functioning of the tool. This experiment primarily identifies whether the tool can deliver the 

expected outcome from a simple and straightforward network where the best results can be 

manually calculated. This is essential before we use the tool and present it with more 

compilated, realistic situations. 

All possible solutions are presented in Table 21, where the value of all the performance 

objectives.  

Table 21: All Possible Solutions with their Objective Values 

Node 1 Node 2 Node 3 Node 4 E2E Speed RBLm TPSI

H H 2 90 1

H M 1.5 90 0.5

H L 1 90 0.33

M H 1.5 90 0.5

M M 1.5 95 1

M L 1 95 0.5

L H 1 90 0.33

L M 1 95 0.5

L L 1 98 1

H H 1 90 0.33

H M 1 90 0.5

H L 1 90 1  

Please note that the TPS might contrast depending on the network topology. However, 

Table 21 is particularly useful on the current simple topology outlined in Figure 51, where we 

know the possible solutions. These possible solutions can be computed manually and find a 

solution. Again, Node 3 only exists when that is in High TPS, and therefore the TPS with Node 

3 and Node 4 is different. So, the comparison between the PS of all unique points from Table 

21 and the solution of generation 100 in Table 20 will provide further clarification. The 

identical unique solutions from Table 20 exist in Table 21. Again, the comparison between 

Figure 61 and Figure 62 is showing a similar case where both PS is highly identical. The unique 

set of chromosomes from all possible solutions that can be used to build a Pareto Set is shown 

in Table 22. 
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Table 22: Unique Chromosomes from all Possible Solutions 

Chromosome 
no 

Node 1 Node 2 Node 3 Node 4 E2E Speed RBLm TPSI 

1 H H     2 90 1 

2 H M     1.5 90 0.5 

3 H L     1 90 0.33 

4 M M     1.5 95 1 

5 L M     1 95 0.5 

6 L L     1 98 1 

7     H M 1 90 0.5 

8     H L 1 90 1 

 

 

Figure 62: Graphical Representation of all Possible Solutions  

Comparison of the PS result from Figure 61 and the PS of the final generation of Figure 62 

shows that both have arrived at the same eight possible solutions. Although the tool has 

identified 12 attainable solutions, only 8 of them are unique in terms of the values of the 

objectives. As expected, the CD process eliminates duplicate chromosomes where the scores 

are identical. Thus, our tool is able to find every possible solution. 

5.8.9 Simulation versus Theoretical Solutions 

In Table 22, there are eight unique solutions intrigued in PS regardless of the non-

dominated solution marked in “red”. These solutions should have appeared on simulation PF 

while evolving the number of generations. From Figure 60, the PF also shows few solutions 

have overlapped by other solutions. Those are outlined in Table 19, and the paths have been 

overlapped each other marked in yellow, green and purple. Again, these points are overlapped 

by a number of chromosomes where similar value are matched. Those chromosomes are 

overlapped are marked with similar colour in Table 19. In addition to that, Figure 60 shows 

their corresponding overlapped solutions in PS with their colour. 
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In comparison to Figure 61, we have a similar set of solutions except chromosome 6 in our 

final generation PS. Again, those solutions overlap with different TPSI; only one chromosome 

with specific TPS can survive in the final generation. Currently, the tool does not have any 

control over which chromosome will survive between those with duplicate objective values.  

Table 23: All Feasible Solutions from the Simulation 

 

In this instance, the tool has discovered all feasible solutions by generation 4, as shown 

in Table 12. 

5.8.10  Performance Evaluation 

Hitherto, a number of experiments have been conducted to verify the MOEA scheme is 

operating appropriately. These experiments actually provide solutions for a rural community 

taking into account the end-to-end speed, Minimum Residual Battery Life (RBLm) and 

Transmit Power Setting Impactor (TPSI). The tool currently takes as inputs the location of the 

relay nodes placed between two fixed points and a transmission range profile. The range profile 

is such that the further apart are two adjacent nodes that represent a point-to-point link, the 

lower will be the transmission speed. Beyond a specific range, we assume no communication 

is possible. 

5.8.10.1  New Topographical Test 

We now turn our attention to a more complex rural topology as shown in Figure 63. In 

this instance there are seven relay nodes and the possible downstream FSO links are indicated 

accordingly. As FSO technology is used, it is essential to have a line of sight (LOS) between 

nodes. The access point, S, is a typical base station where a broadband Internet point of 

presence is situated. The seven relay nodes provide several paths through which broadband 

services can be delivered to the rural community, located at destination node, D. 

 

Node 1 Node 2 Node 3 Node 4 Discover in Generation E2E Speed RBLm TPSI

H H Generation 1 2 90 1

H M Generation 1 1.5 90 0.5

H L Generation 4 1 90 0.33

M H Generation 4 1.5 90 0.5

M M Generation 1 1.5 95 1

M L Generation 4 1 95 0.5

L H Generation 1 1 90 0.33

L M Generation 1 1 95 0.5

L L Generation 1 1 98 1

H H Generation 2 1 90 0.33

H M Generation 1 1 90 0.5

H L Generation 1 1 90 1
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Figure 63: A Complex Rural Topology to Provide Broadband 

All nodes transmit data at a particular link speed based on the distance between two 

points and the transmit power. This link speed is determined by a given range profile which, in 

this instance is shown in Figure 65. The final E2E speed of a path is determined by the slowest 

link speed along it. 

 

Figure 64: Performance Evaluation Range Profile 

The tool is set with the following parameter values: 

• Number of generations = 100 

• New chromosome injected (per iteration) = 5 

• Population size = 40 

• Initial residual battery life (all relay nodes) = 100 

• Topology grid size = 45 x 45; each grid square represents an area of 100m x 100m 
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The topology is shown in Figure 65 where the blue-coloured coordinates represent 

obstructions. Here, the seven relay nodes provide multiple path alternatives along with different 

power setting combinations. According to our objectives and fitness values, we show the path 

consisting of the green nodes is selected by the tool as the best transmission path in terms of 

overall speed. The red marked nodes represent points along alternate paths that are not selected 

in this instance. However, depending on the RBL of the nodes, this situation can change in 

order to increase the lifetime of the network. 

 

Figure 65: Final Output after 100 Generations 

Table 24 shows the temporary population of the final generation and provides an 

indication of how the tool has decided the most appropriate transmission path. This table shows 

how the solutions evolve over generations to create a temporary population and provide diverse 

solutions. The temporary population is shown to understand how Pareto Front (PF) built where 

a number of diverse paths exist, as shown in Figure 65. Previously, the tool was considering 

all solutions in PS move to secondary population. According to Figure 51, only two paths exist, 

and therefore, the PS was designed with only eight solutions and thus, the secondary population 

was displayed. 
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Table 24: Tabular Output of the Temporary Population 

 

From Table 24, it is hard to determine which chromosomes are better between the 40 

chromosomes. Therefore, we need to plot the objective values of the chromosomes to find the 

non-dominated solutions. The results of the final generation are plotted in Figure 66.  

 

Figure 66: Pareto Set of the Final Generation 

Chromosome No Source Node 1 Node 2 Node 3 Node 4 E2E Speed RBL TPS

1 (0,0)(H)(6.0) (15,0)(M)(4.5) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.17

2 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(L)(3.0) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.2

3 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(M)(3.0) (38,21)(L)(2.0) (39,39) 2 90 0.17

4 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(L)(2.0) (38,21)(L)(2.0) (39,39) 2 90 0.2

5 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.14

6 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.14

7 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(M)(3.0) (38,21)(L)(2.0) (39,39) 2 90 0.17

8 (0,0)(H)(6.0) (15,0)(M)(4.5) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.17

9 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(M)(3.0) (38,21)(L)(2.0) (39,39) 2 90 0.17

10 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(L)(2.0) (38,21)(L)(2.0) (39,39) 2 90 0.2

11 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.14

12 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(M)(4.5) (28,4)(H)(4.0) (38,21)(M)(3.0) (39,39) 3 90 0.2

13 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(M)(4.5) (28,4)(H)(4.0) (38,21)(M)(3.0) (39,39) 3 90 0.2

14 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.14

15 (0,0)(H)(6.0) (15,0)(M)(4.5) (20,12)(H)(6.0) (28,4)(M)(3.0) (38,21)(L)(2.0) (39,39) 2 90 0.2

16 (0,0)(H)(6.0) (15,0)(L)(3.0) (28,4)(M)(3.0) (38,21)(L)(2.0) (39,39) 2 95 0.5

17 (0,0)(H)(6.0) (15,0)(M)(4.5) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.25

18 (0,0)(H)(6.0) (7,13)(L)(3.0) (16,25)(L)(3.0) (28,32)(M)(4.5) (39,39) 3 95 0.5

19 (0,0)(H)(6.0) (15,0)(L)(3.0) (28,4)(L)(2.0) (38,21)(H)(4.0) (39,39) 2 90 0.33

20 (0,0)(H)(6.0) (15,0)(M)(4.5) (20,12)(H)(6.0) (28,4)(M)(3.0) (38,21)(H)(4.0) (39,39) 3 90 0.2

21 (0,0)(H)(6.0) (7,13)(M)(4.5) (16,25)(M)(4.5) (28,32)(M)(4.5) (39,39) 4.5 95 1

22 (0,0)(H)(6.0) (7,13)(H)(6.0) (16,25)(H)(6.0) (28,32)(H)(6.0) (39,39) 6 90 1

23 (0,0)(H)(6.0) (7,13)(L)(3.0) (16,25)(L)(3.0) (28,32)(L)(3.0) (39,39) 3 98 1

24 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.14

25 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(L)(2.0) (38,21)(L)(2.0) (39,39) 2 90 0.2

26 (0,0)(H)(6.0) (15,0)(M)(4.5) (20,12)(M)(4.5) (28,4)(H)(4.0) (38,21)(M)(3.0) (39,39) 3 90 0.25

27 (0,0)(H)(6.0) (15,0)(L)(3.0) (20,12)(H)(6.0) (28,4)(L)(2.0) (38,21)(L)(2.0) (39,39) 2 90 0.33

28 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(M)(4.5) (28,4)(H)(4.0) (38,21)(L)(2.0) (39,39) 2 90 0.17

29 (0,0)(H)(6.0) (15,0)(L)(3.0) (20,12)(H)(6.0) (28,4)(M)(3.0) (38,21)(L)(2.0) (39,39) 2 90 0.25

30 (0,0)(H)(6.0) (7,13)(L)(3.0) (16,25)(L)(3.0) (28,32)(M)(4.5) (39,39) 3 95 0.5

31 (0,0)(H)(6.0) (15,0)(L)(3.0) (20,12)(L)(3.0) (28,4)(M)(3.0) (38,21)(L)(2.0) (39,39) 2 95 0.5

32 (0,0)(H)(6.0) (7,13)(M)(4.5) (16,25)(H)(6.0) (28,32)(H)(6.0) (39,39) 4.5 90 0.33

33 (0,0)(H)(6.0) (15,0)(H)(6.0) (28,4)(H)(4.0) (38,21)(H)(4.0) (39,39) 4 90 0.5

34 (0,0)(H)(6.0) (15,0)(M)(4.5) (20,12)(L)(3.0) (28,4)(H)(4.0) (38,21)(M)(3.0) (39,39) 3 90 0.33

35 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(H)(4.0) (39,39) 4 90 0.33

36 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(M)(4.5) (28,4)(H)(4.0) (38,21)(M)(3.0) (39,39) 3 90 0.2

37 (0,0)(H)(6.0) (7,13)(M)(4.5) (16,25)(M)(4.5) (28,32)(L)(3.0) (39,39) 3 95 0.33

38 (0,0)(H)(6.0) (15,0)(L)(3.0) (20,12)(L)(3.0) (28,4)(M)(3.0) (38,21)(M)(3.0) (39,39) 3 95 1

39 (0,0)(H)(6.0) (15,0)(H)(6.0) (20,12)(H)(6.0) (28,4)(H)(4.0) (38,21)(M)(3.0) (39,39) 3 90 0.17

40 (0,0)(H)(6.0) (7,13)(M)(4.5) (16,25)(H)(6.0) (28,32)(M)(4.5) (39,39) 4.5 90 0.5
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The red dots are the non-dominated solutions, which represent the best solutions for 

this topology based on the parameter preferences. For example, chromosome 21 provides a 

good compromise between E2E speed and RBLm, whereas chromosome 22 provides the best 

E2E speed and TPSI but the worst RBLm. Conversely, chromosome 23 has a poor E2E speed 

but offers the best RBLm and TPSI values, which would extend the lifetime of the network if 

it was relying on battery power. Notably, chromosome 38 has a relatively poor E2E speed fair 

RBL but a good TPSI value. It forms part of the Pareto Front (PF) as it is strictly no worse than 

any of the other solutions. In MOEA, there is typically no single answer that is the best; instead, 

we are presented with a selection of answers which are the best, based on specific preferences. 

Finally, it should be noted that the there is a good distribution of solutions. This is at least in 

part because of two features we employ. Firstly, we use random injection of fresh viable 

chromosomes at the end of each generation to preserve population diversity. Secondly, we use 

a crowding-distance filter when determining membership of the secondary population. 

5.8.10.2  Simulation Time 

The tool is meant to be operated on a periodic basis as part of the control plane 

functionality. Each time it runs, the current environmental conditions and the battery life of the 

relay nodes are taken into account. The chosen path and transmit power setting at each node 

are recalculated to ensure the network continues to operate at or close to optimality. Thus, one 

factor that is important is the run-time of the MOEA to ensure decisions can be made in a 

timely manner. 

In 100 generations situation, the execution time of the simulation was 1 minute, 13 seconds 

to run 100 generations of the MOEA on a 2.8 GHz Intel Core™ i7 based laptop with 16 GB of 

SDRAM. Increasing the number of generations to 1000 led to a runtime of 9 minutes, 53 

seconds, although there was no discernible benefit in the quality of the solutions found. 

We analyse the results after 100, 200, 500 and 1000 generations to see whether any 

difference can be found while increasing the generations. This experiment will allow us to build 

confidence in the tool and also help confirm when convergence is reached. 

5.8.10.2.1 100 Generations 

The first experiment is with 100 generations. Typically, we run all experiments with 

100 generations and thus, this output is our base output. This output will be compared with all 

other outputs with a different number of generations. Hence, the 100-generation output is 

shown in  

Table 25. 

Table 25: Final Output with 100 Generations 

 

Coordinate Power setting Leftover

Node 0 (0,0) ( ) 100

Node 1 (9,19) (L) 98

Node 2 (27,32) (L) 98

Node 3 (20,1) ( ) 100

Node 4 (35,23) ( ) 100

Node 5 (44,44) ( ) 100
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5.8.10.2.2 200 Generations 

This experiment is to re-run the TE tool for 200 generations. After running 200 

generations, the final output is shown in Table 26. After comparing with  

Table 25, we see no difference between the output of 100 generations and 200 

generations. Therefore, it is correct to say that, in this instance, there is no perceived benefit 

from running the tool for 200 generations. 

Table 26: Final Output with 200 Generations 

 

5.8.10.2.3 500 Generations 

This experiment is to run the TE tool with 500 generations. After running 500 

generations, the final output is shown in Table 27. After comparing with  

Table 25 and Table 26, the output is identical. 

Table 27: Final Output with 500 Generations 

 

5.8.10.2.4 1000 Generations 

This time we increase the number of generations to 1000. This is very likely to be 

enough to see whether any further changes in the output would appear. After running for 1000 

generations, the final output is shown in Table 28. After comparing  

Table 25, Table 26 and Table 27, the output is identical except for different power 

settings. However, the output/path chosen to transmit data is not changed. Therefore, it is 

correct to say that running the tool for many generations has yielded no discernible benefit. 

Coordinate Power setting Leftover

Node 0 (0,0) ( ) 100

Node 1 (9,19) (L) 98

Node 2 (27,32) (L) 98

Node 3 (20,1) ( ) 100

Node 4 (35,23) ( ) 100

Node 5 (44,44) ( ) 100

Coordinate Power setting Leftover

Node 0 (0,0) ( ) 100

Node 1 (9,19) (L) 98

Node 2 (27,32) (L) 98

Node 3 (20,1) ( ) 100

Node 4 (35,23) ( ) 100

Node 5 (44,44) ( ) 100
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Table 28: Final Output with 1000 Generations 

 

5.8.10.3  Results Analysis 

One of the experiments that need to be addressed in performance evaluation is whether 

it can identify the best possible outcome for the rural community to provide the best End-to-

End speed. Therefore, Table 29 has been created with all possible paths that can transmit data 

to the rural community. 

Table 29: All Possible Paths in the given Topology 

No Possible Path 

1 S - 1 - 4 - 6 - D 

2 S - 1 - 6 - D 

3 S - 1 - 3 - 5 -7 - D 

4 S - 1 - 3 - 2 - 5 -7 - D 

5 S - 1 - 5 - 7 - D 

6 S - 2 - 5 - 7 - D 

7 S - 2 - 3 - 5 - 7 - D 

8 S - 2 - 3 - 1 - 4 - 6 - D 

In order to confirm the appropriate functioning of the tool and to better appreciate the 

choices available to the network operator, we consider all the possible paths along with their 

E2E speed on the highest and lowest relay node transmit power settings as shown in Table 30 

and Table 31, respectively. 

Referring to Table 30 we can confirm the tool was able to find the best possible E2E 

speed by the final generation. As expected, in this instance some or all of the relay nodes would 

be operating at the maximum TPS setting. The most appropriate solution would be Option 1, 

yielding 6 Mbps although this consequently has a high energy drain. 

Coordinate Power setting Leftover

Node 0 (0,0) ( ) 100

Node 1 (9,19) (M) 95

Node 2 (27,32) (M) 95

Node 3 (20,1) ( ) 100

Node 4 (35,23) ( ) 100

Node 5 (44,44) ( ) 100
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Table 30: All Paths with High TPSI and the corresponding E2E Speed 

No Possible Path E2E Speed Energy Consumption

1 S - 1 - 4 - 6 - D 6 40

2 S - 1 - 6 - D 1 30

3 S - 1 - 3 - 5 -7 - D 3 50

4 S - 1 - 3 - 2 - 5 -7 - D 1 60

5 S - 1 - 5 - 7 - D 1 40

6 S - 2 - 5 - 7 - D 3 40

7 S - 2 - 3 - 5 - 7 - D 3 50

8 S - 2 - 3 - 1 - 4 - 6 - D 6 60  

Observing Table 30, it seems paths 1 and 7 have the highest E2E speed. Regarding 

energy consumption, path 1 has lower energy consumption compared to path 7. It will be 

interesting to see whether we find at least one path in the final generation. Therefore, we 

investigated in Table 24 and confirmed that that path appears as Chromosome 22. This ensures 

that our tool is behaving as expected. 

When configuring all the nodes for low TPSI, some links (due to the range) are unable 

to function and so the E2E speed drops to zero as seen in Table 31. For those paths remaining, 

Option 1 provides the best E2E speed with the low lowest energy drain. One would therefore 

expect this path to be chosen unless factors such as poor weather were to interfere with the S-

1 link. 

Table 31: All Paths with Low TPSI and the Corresponding E2E Speed 

No Possible Path E2E Speed Energy Consumption

1 S - 1 - 4 - 6 - D 3 40

2 S - 1 - 6 - D 0 30

3 S - 1 - 3 - 5 -7 - D 1 50

4 S - 1 - 3 - 2 - 5 -7 - D 0 60

5 S - 1 - 5 - 7 - D 0 40

6 S - 2 - 5 - 7 - D 1 40

7 S - 2 - 3 - 5 - 7 - D 1 50

8 S - 2 - 3 - 1 - 4 - 6 - D 3 60  

Considering a low TPSI illustrates an exciting feature of our tool. According to the range 

profile in Figure 65, there is zero E2E speed, path 2 path 4 do not exist under low TPS. For 

high TPSI, path 1 path 7 have the highest E2E speed, and path 1 has more survival chance to a 

subsequent generation because path 1 has better energy consumption with reasonable E2E 

speed. So, it will be interesting to observe whether it appears the final generation. Therefore, 

we examine Table 24 and it is confirmed that it appears in the final generation as chromosome 

23. So, this ensures that this tool is behaving as expected. 
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5.8.10.4  Impact of Node Count 

This experiment considers the impact of the execution time on the complexity of the 

topology. In this instance we grow the size of the network topology in terms of node count 

whilst maintaining the same Average Node Degree (AND). The AND that has been selected 

for this experiment is 3, except for the case when the number of nodes is 2. This is because it 

is impossible to have AND of 3. Also, the number of nodes is excluding the Source and 

Destination. The experiment runs for 100 generations. After running this experiment, a graph 

of the execution time is shown in Figure 67. 

 

Figure 67: Execution Time versus the Number of Nodes 

As expected, as the complexity of the topology increases, in terms of the number of 

nodes, the execution time increases. The experiment shows that the execution time of the TE 

tool is roughly linearly increasing while increasing the number of nodes. The performance 

measured in seconds, and this performance has been calculated by publishing every generation 

before achieving the final output. This means computation calculation might longer than just 

printing only final generation output. Despite the increasing number of nodes, the performance 

was not extremely degraded as diverse path selection is limited to an extent by maintaining the 

same AND. Again, bidirectional settings of nodes provide additional performance time and 

worsen performance.  

5.8.10.5  Impact of Average Node Degree (AND) 

This experiment is performed to discover the extent to which the performance of the 

tool is affected by the complexity of the topology under consideration. In this instance the 

number of relay nodes is set to 4, not including the Source and Destination. We then examine 

the performance of the tool when the AND is varied between 1 and 4. After running this 

experiment, a graph of the execution time is shown in Figure 68. 
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Figure 68: Execution Time versus Average Node Degree 

This experiment shows that the AND has a noticeable impact on performance because 

the TE tool runs longer while increasing node degree. The degree of a node is the number of 

edges connected to the node. In other words, the number of possible paths increases as AND 

increases. Running TE tool with different average node degrees provides insight into how our 

tool provides the output by considering all possible paths. In this experiment, the number of 

nodes is 4, and the number of generations is 100. Figure 68 shows that the TE tool started 

taking a longer time in AND of 2 than 1. As AND started increasing after more than three, 

performance fell linearly to find the final output despite having a similar number of nodes and 

generations. The reason behind this is TE tool is considering and processing all possible paths 

and takes longer when average node degree is higher. 

5.8.11  Impact of Weather 

Weather is the biggest drawback in rural broadband. Therefore, the tool must be capable 

of taking into account changing conditions. 

5.8.11.1  Design Process 

Weather is a significant drawback with rural broadband. In some cases, the weather is 

so severe that the optical link between two nodes becomes inaccessible. Therefore, we need 

some alternative arrangement to tackle this problem. Our approach is to rerun the TE tool 

periodically, and at each epoch we select the most appropriate path and power setting for the 

relay nodes. This selection is based on a suitable balance between TPSI, RBLm and E2E speed 

given the operator’s preferences. Thus, if the weather has a specific impact on one or more 

links, as illustrated in Figure 69, the algorithm will determine whether an increase of power 

setting or an alternative path selection, can offer superior service for the next epoch. 
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Figure 69: Rural Broadband Impacted by Weather 

In some cases, the weather is so severe that the optical link between two nodes fails. 

Therefore, we need some alternative arrangement to tackle this problem. The current tool has 

been designed under a range profile to allocate End-to-End (E2E) speed. It also introduces our 

third objective, Power Setting, with three different power setting. The power setting determines 

the link speed, but this now takes into account the weather conditions. This power setting also 

dictates what impact will be on residual battery life. The tool operates as follows: 

1. Before allocating any power setting, the first tool checks the weather where each relay 

node is placed and assigns it one of three weather status markers: 

a. Clear Weather 

b. Light Weather 

c. Bad Weather 

Once the tool assigns the weather, it uses a range profile associated with the weather 

status marker and the power setting to determine the link speed. This means the new range 

profile will have three different range profiles, shown in Table 32. This allows us to assign an 

E2E speed for the selected path. Different weather conditions can be applied to different parts 

of the network over time. 

In order to assess the impact on the link performance in different weather conditions, 

we refine the range profile as shown in Table 32. As the severity of the weather worsens, the 

link speed is degraded accordingly. This is offset to some extent by increasing the transmit 

power setting. 
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Table 32: Range Profile considering the Impact of Weather 

 Weather State 

Clear Weather Light Weather Bad Weather 

Distance 
(km) 

High 
TPS 

Medium 
TPS 

Low 
TPS 

High 
TPS 

Medium 
TPS 

Low 
TPS 

High 
TPS 

Medium 
TPS 

Low 
TPS 

0 – 0.5 20 15 10 10 7.5 5 5 3.75 2.5 

0.6 – 1 12 9 6 6 4.5 3 3 2.25 1.5 

1.1 – 1.5 6 4.5 3 3 2.25 1.5 1.5 1.125 0 

1.6 – 2 3 2.25 1.5 1.5 1.125 0 0 0 0 

2.1 – 2.5 2 1.5 1 1 0 0 0 0 0 

2.6 – 3 1 0 0 0 0 0 0 0 0 

> 3 0 0 0 0 0 0 0 0 0 

The operation of the TE tool is the same as before in terms of determining the path and 

transmit power setting of each link; however, the link-speed is derated in accordance with. 

Non-viable chromosomes are eliminated.  

Figure 69 shows a suitable topographical representation for this experiment where the 

weather has impacted node 1 at a particular time. Therefore, a weather impactor can eliminate 

network outage due to weather by switching the transmitting path to keep the network alive. 

5.8.12  Results 

We start by performing several simple weather experiments where the conditions are 

static. In these initial experiments the scenario is configured thus: 

a) Number of generations = 100 

b) Topology grid size = 45 x 45; each grid square represents an area of 100m x 100m 

c) Range = as per Table 5 

d) New chromosomes injected per iteration = 5 

e) Population size = 20 

f) The potential of poor weather is assigned to only one node in any individual epoch. 

g) The RBL of each node is initialised to 100 units. 

The tool is run with three different weather conditions to see the impact of cloud and 

precipitation on the output. In each instance a single relay node is selected to experience the 

specific weather effect. All the remaining nodes are assumed to be in clear weather conditions 

at all times. The chosen topology is as shown in Figure 51 and Figure 69. In each weather 

scenario after running the tool, the output we obtained from the different weather conditions 

are as follows:  

5.8.12.1  Clear Weather 

Clear weather is assumed to be normal conditions. The clear weather range profile in 

Table 32 provides the link speed based on a node’s Transmit Power Setting (TPS) and distance 

between nodes. This data is used to calculate the best possible path in order to transmit data. 

The final output is presented in Table 33 showing the path and associated parameter settings. 

The final output is obtained from the secondary population of the final generation. 
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Table 33: Final Secondary Population under Clear Weather Conditions  

Chromosome No Source Relay Node i Relay Node j Destination E2E Speed RBLm TPSI

1 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(H)(2.0) (44,44) 1 90 0.33

2 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(L)(1.0) (44,44) 1 98 1

3 (0,0)(H)(2.0) (9,19)(M)(1.5) (27,32)(M)(1.5) (44,44) 1.5 95 1

4 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(L)(1.0) (44,44) 1 90 1

5 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(M)(1.5) (44,44) 1 95 0.5

6 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(M)(1.5) (44,44) 1.5 90 0.5

7 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(H)(2.0) (44,44) 2 90 1

8 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(M)(1.5) (44,44) 1 90 0.5

Secondary Population

 

Figure 70 illustrates the results provided in Table 33 of the viable solutions. We have 

four non-dominated solutions. These are chromosomes: 2, 3, 4 and 7; however, Chromosome 

4 has a high Transmit Power Setting Impactor (TPSI) that is unwanted. Chromosome 2 has a 

good Minimum Residual Battery Life (RBLm) which means the node will last longer although 

it does not have the best E2E speed. Chromosome 3 has a reasonable E2E speed and RBLm 

with excellent TPSI, providing a better compromise between all the objectives. Finally, 

Chromosome 7 displays the best E2E speed. 

 

Figure 70: Clear Weather Final Generation Secondary Population 

5.8.12.2  Light Weather 

We use the term “light weather” to represent situations where low cloud or drizzle has 

a marginal impact on the FSO link performance due to increased scatter. Light weather reduces 

link speed for a given TPS and in certain cases, nodes can become entirely inaccessible.  

To evaluate the TE tool under light weather conditions we refer back to Table 32 to 

calculate the derated link speed for Node 4 at location (35,23), assuming all the remaining 

nodes continue to experience clear conditions. The secondary population of the final generation 

in this light weather scenario is shown in Table 34. 
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Table 34: Final Secondary Population under Light Weather Conditions 

Chromosome No Source Relay Node i Relay Node j Destination E2E Speed RBLm TPS

1 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(H)(2.0) (44,44) 1 90 0.33

2 (0,0)(H)(2.0) (9,19)(M)(1.5) (27,32)(L)(1.0) (44,44) 1 95 0.5

3 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(M)(1.5) (44,44) 1.5 90 0.5

4 (0,0)(H)(2.0) (9,19)(L)(1.0) (27,32)(L)(1.0) (44,44) 1 98 1

5 (0,0)(H)(2.0) (9,19)(M)(1.5) (27,32)(M)(1.5) (44,44) 1.5 95 1

6 (0,0)(H)(2.0) (9,19)(H)(2.0) (27,32)(H)(2.0) (44,44) 2 90 1

Secondary Population

 

Using the results from Table 34, we illustrate the possible solutions in Figure 71. We 

note that the weather at Node 4 precludes its use even at a high TPS and so the only viable 

solutions are along the path S-1-2-D. The TE tool thus limits itself to viable solutions avoiding 

this node and, consequentially there are fewer options than are represented in Figure 71, for 

the clear weather case.  

Figure 71 shows that we have six chromosomes plotted including three non-dominated 

solutions. These are chromosomes: 4, 5 and 6. Chromosome 4 provides very good Minimum 

Residual Battery Life (RBLm) which means the node will last longer with a very good (low) 

TPSI, but it also yields the lowest E2E speed. For this scenario, Chromosome 4 can possibly 

be chosen though it does not have the best E2E speed. Chromosome 5 has a decent/average 

E2E speed and RBLm with excellent TPSI. Chromosome 6 also has a good E2E speed and 

TPSI, but the RBLm is a drawback here. Chromosome 5 thus shows a better compromise 

between all objectives. 

 

Figure 71: Light Weather Final Generation Secondary Population 

5.8.12.3  Bad Weather 

In a rural context, we consider bad weather to be severe, harsh, foggy, rainy, or snowy 

conditions. This is fairly common in a rural community since many are situated in hilly terrain. 

In cases whether the bad weather is relatively localised, our TE tool can explore the possibility 

of altering transmit power settings and/or selecting an alternate path to the destination. A 
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typical example is shown in Figure 69 where the path S-1-2-D is no longer viable due to the 

conditions.  

For this scenario we again use Table 32 to calculate link speeds under the particular 

conditions where one of the nodes, i.e., Node 1 (27,32), experiences bad weather along its link 

to Node 2. Apart from the localised “bad” conditions at Node 1, the tool is configured as for 

the “clear” and “light” weather setup and run. The secondary population of the final generation 

for this bad weather case is shown in Table 35. 

Table 35: Final Secondary Population under Bad Weather Conditions  

 

It is notable that the path created via Node 1 is completely inaccessible and the number 

of viable solutions is severely diminished. The data in Table 35 is plotted in Figure 72. 

 

Figure 72: Bad Weather Final Generation Secondary Population 

Only three viable chromosomes are plotted, and a single non-dominated solution exists. 

Chromosome 3 has the same RBLm and E2E speed as the others, but its TPSI is the lowest, 

and thus would be selected as the path solution to the rural community. 

5.8.13  Real-life Scenario 

A performance experiment has been set up to provide further clarification in order to find 

real-life scenarios. This experiment will show how the system evolves with different epochs. 

One of the real-life scenarios where the tool has to run every 2 hours interval for 12 hours of a 

specific day. This experiment acts as a real-life scenario where a typical rural network is 

running under various weather conditions. These weather conditions are influencing on Rural 

 

Chromosome No Source Node 1 Node 2 Destination E2E Speed RBL TPS

1 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(H)(2.0) (44,44) 1 90 0.33

2 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(M)(1.5) (44,44) 1 90 0.5

3 (0,0)(H)(2.0) (20,1)(H)(1.0) (35,23)(L)(1.0) (44,44) 1 90 1

Secondary Population
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Broadband network. It is essential to test our tool under a real-life situation where the tool has 

to work with an intelligent system to divert traffic whenever any effect arises in the overall 

transmitting network. 

 There are a number of behaviours of the tool is outlined while running this experiment, and 

those are below: 

• The condition of the weather can be changing over time. 

• The RBLm of the current transmitting path will be changed in each simulation. 

• The E2E speed and TPSI will also be changing over each simulation. 

In order to cover those performances for this experiment, some specific configurations are 

essential to place on the tool. Therefore, the new tool conditions are the following: 

• The tool is able to create a system where the condition of weather can be inputted. 

• Each simulation provides a final output which is a current transmitting path for rural 

broadband. Thus, the RBL of the nodes used for transmitting will be changed according 

to their TPS. Again, the RBL of transmitting nodes in the final generation of each 

simulation becomes the starting point for the next simulation. 

• Based on the weather effect, the new E2E speed is calculated using Table 32.  

• Finally, a new TPS assigns for each node in each simulation. 

Again, the tool runs its simulations under a specific configuration which are below: 

• Number of generations = 100 

• Topology grid size = 45 x 45; each grid square represents an area of 100m x 100m 

• Maximum range = 3 km 

• New chromosome injected per iteration = 5 

• Population size = 20 

• Number of epochs = 6; the tool is run every 2 hours of simulated time for 12 hours. 

As mentioned above, each simulation runs under different weather condition, and the 

weather conditions have been selected in this experiment shown in Table 36.  

Table 36: Weather Conditions for Successive Epochs 

Epoch number Weather impacted Node Weather 

1 Node 1 Clear 

2 Node 3 Light 

3 Node 2 Light 

4 Node 4 Clear 

5 Node 3 Clear 

6 Node 3 Light 

Please note that the weather condition is not pre-selected, so it has been assigned 

randomly while running at the start of the simulation. Also, the weather is currently impacting 

individual nodes, and thus, in some cases, that node becomes inaccessible. It makes that 

transmitting path inaccessible as well. 

5.8.13.1 1st Simulation 

Figure 6 shows that the 1st simulation has been set as clear weather and runs the best 

possible path to provide broadband service to the rural community. The nodes are battery-
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powered except for source and destination; the rest of the nodes got full charge as 100 unit. 

The final output of this simulation is as follows: 

Table 37: Final Output of the 1st Simulation 

  

Table 37 shows that the tool has chosen a path that consisted of node 1 and node 2. The 

transmitting path has an E2E Speed of 1 Mbps. This is not the best E2E Speed but considering 

the best TPSI as one and very good RBLm make this path one of the best solutions. The nodes 

are energy efficient with low TPS and thus saves perfect battery life. 

5.8.13.2 2nd Simulation 

According to Figure 69, the 2nd simulation has been set as light weather, which means 

the network is experiencing a light weather effect. As the weather is getting slightly flawed, 

E2E Speed and new E2E Speed have been calculated using Table 32. The nodes are battery-

powered except source and destination, node 1 & 2 got RBL of 98 units as used in the first 

simulation, but node 3 & 4 still got 100 units of RBL. The final output of this simulation is as 

follows: 

Table 38: Final Output of the 2nd Simulation 

  

Table 38 shows that the simulation has chosen a similar path as the first simulation. 

Nevertheless, this simulation decided to set higher power to provide broadband service through 

node 1 & 2. This action provides the E2E Speed of 2 Mbps which is the best E2E Speed possible 

in this topology. This path might not be energy efficient, but considering the light weather 

effect, this path has the best TPSI though RBL is not good. As node 3 & 4 is unchanged, node 

1 & 2 got 88 unit after simulation. It seems like RBL is in the worst. Despite the worst RBL, 

the path got the best E2E Speed and TPSI. Thus, the solution seems valid for the rural 

Coordinate TPS RBLm

Node 0 (0,0) ( ) 100

Node 1 (9,19) (L) 98

Node 2 (27,32) (L) 98

Node 3 (20,1) ( ) 100

Node 4 (35,23) ( ) 100

Node 5 (44,44) ( ) 100

Coordinate TPS RBLm

Node 0 (0,0) ( ) 100

Node 1 (9,19) (H) 88

Node 2 (27,32) (H) 88

Node 3 (20,1) ( ) 100

Node 4 (35,23) ( ) 100

Node 5 (44,44) ( ) 100
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broadband problem. Moreover, the light weather is impacting node 3. This weather has put 

node 3 in limited access, and thus, any transmitting path associated with node 3 will also be 

impacted. 

5.8.13.3 3rd Simulation 

For the next 2 hours, the tool has decided on light weather again. According to Table 

36, the 3rd simulation has been set as light weather, which means node 2 is experiencing a light 

weather effect. As the weather is getting slightly flawed, this affects E2E Speed and calculated 

using Table 32. As The nodes are battery-powered except source and destination, node 1 & 2 

got starting RBL of 88 unit as it was ended in the second simulation, but node 3 & 4 still got 

100 unit of starting RBL. After running the tool, the final output of this simulation is as follows: 

Table 39: Final Output of the 3rd Simulation 

  

Table 39 shows that the tool has chosen a path with node 3 & 4 as it has switched the 

path. As light weather impacts node 2 and lower starting RBL in node 1 & 2 lead to switching 

the path and choosing that path. The transmitting path has 1 Mbps E2E Speed which has decent 

bitrate. As the topology designed, node 3 has to be high TPS, and therefore, the path got the 

best TPSI value, and the best RBL compares to the path consist of node 1 & 2. So, the chosen 

path seems valid for the rural broadband problem. 

5.8.13.4 4th Simulation 

For the next 2 hours, the weather has changed to clear weather. According to Table 36, 

the 4th simulation has been set as clear weather, which means all nodes have no impact on the 

objectives. As the weather is getting better, this has no effect on E2E Speed and calculated 

using Table 32. As The nodes are battery-powered except source and destination, node 1 & 2 

got starting RBL of 88 unit; node 3 got 90 unit and node 4 got 98 unit as it was ended in the 

third simulation. The final output of this simulation is as follows: 

Coordinate TPS RBLm

Node 0 (0,0) ( ) 100

Node 1 (9,19) ( ) 88

Node 2 (27,32) ( ) 88

Node 3 (20,1) (H) 90

Node 4 (35,23) (L) 98

Node 5 (44,44) ( ) 100
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Table 40: Final Output of the 4th Simulation 

  

Table 40 shows that the tool has chosen a path with node 1 & 2 as it has switched the 

path. As in clear weather and better E2E Speed, this leads to switch the path and choose that 

path. The transmitting path has 1.5 Mbps E2E Speed which has better E2E Speed than the 

alternative path. Also, it has the best TPSI value. Despite having worse RBL, the path has better 

E2E Speed and TPSI. So, the chosen path seems valid for the rural broadband problem. 

5.8.13.5 5th Simulation 

In the fifth simulation, the weather has stayed to clear weather for the next 2 hours. 

According to Table 36, the 5th simulation has been set as clear weather, which means all nodes 

have no impact on the objectives. As the weather stays better, this does not affect E2E Speed 

and calculated using Table 32. The nodes are battery-powered except source and destination, 

node 1 & 2 got starting RBL of 83-unit, node 3 & 4 stayed the same as it was ended in the 

fourth simulation. The final output of this simulation is as follows: 

Table 41: Final Output of the 5th Simulation 

  

Table 41 shows that the tool has stayed the same as the path chosen for the last interval. 

The transmitting path has 1 Mbps E2E Speed with decent E2E Speed and similar to an 

alternative path as in clear weather. Also, it has the best TPSI value. Despite having worse 

RBL, the path has decent E2E Speed and TPSI. So, the chosen path seems valid for the rural 

broadband problem. 

5.8.13.6 6th Simulation 

For the next 2 hours, the weather has changed to light weather as the weather has to 

change. According to Table 36, the 6th simulation has been set as light weather, which means 

Coordinate TPS RBLm

Node 0 (0,0) ( ) 100

Node 1 (9,19) (M) 83

Node 2 (27,32) (M) 83

Node 3 (20,1) ( ) 90

Node 4 (35,23) ( ) 98

Node 5 (44,44) ( ) 100

Coordinate TPS RBLm

Node 0 (0,0) ( ) 100

Node 1 (9,19) (L) 81

Node 2 (27,32) (L) 81

Node 3 (20,1) ( ) 90

Node 4 (35,23) ( ) 98

Node 5 (44,44) ( ) 100
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all nodes have no impact on the objectives. As the weather becomes better, this does not affect 

E2E Speed and calculated using Table 32. The nodes are battery-powered except source and 

destination, node 1 & 2 got starting RBL of 81 unit, node 3 & 4 stayed the same as it was ended 

in the fifth simulation. The final output of this simulation is as follows: 

Table 42: Final Output of the 6th Simulation 

  

Table 42 shows that the tool has chosen a path with node 3 & 4 as the tool has switched 

the path. Despite light weather impacting node 3, it only survives with high TPS, and lower 

starting RBL leads to switching the path and choosing that path. The transmitting path has 1 

Mbps E2E Speed which has decent bitrate. As mentioned, node 3 has to be high TPS, and 

therefore, the path got the best TPSI value, and the best RBL compares to the path consist of 

node 1 & 2. So, the chosen path seems valid for the rural broadband problem. 

5.8.14  Performance over Multiple Epochs 

The true benefit of traffic engineering is the ability to modify the flow of traffic based 

on changing current conditions in order to maintain a suitable level of service. However, it is 

useful to quantity the benefit that TE can give to the network. We thus conduct an experiment 

to assess the efficacy of our approach in an evolving situation where the weather conditions 

change over time. In this experiment, the aim is to maintain the highest E2E speed regardless 

of what is happening to the other objectives. Other experiments could give more consideration 

to factors such as residual battery life to preserve network operations for as long as possible or 

consider a balanced compromise between these factors; however, we leave these for further 

study. 

We represent time in epochs or snapshots in time when the tool assesses the current 

situation and decides the most appropriate course of action in response. In this case, our epochs 

are chosen to be every 2-hours, and we run an experiment across a 12-hour interval. During 

this time, we introduce changing weather conditions and observe the E2E speed provided by 

our scheme relative to a system where the configuration is static, being configured in the first 

epoch and thenceforth remaining unchanged. 

With our dynamic scheme, several factors are taken into account at each epoch. These 

are the revised link speeds due to the weather conditions at each relay node, based on Table 32, 

as well as the RBLm and TPSI values. It should be noted that the RBLm of the nodes in a given 

epoch influences the path selection in the next epoch as there will be a reluctance to use nodes 

Coordinate TPS RBLm

Node 0 (0,0) ( ) 100

Node 1 (9,19) ( ) 81

Node 2 (27,32) ( ) 81

Node 3 (20,1) (H) 80

Node 4 (35,23) (L) 96

Node 5 (44,44) ( ) 100
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whose residual battery levels are low even if they offer greater E2E speeds. Again, the tool is 

configured as follows: 

• Number of generations = 100 

• Topology grid size = 45 x 45; each grid square represents an area of 100m x 100m 

• Maximum range = 3 km 

• New chromosome injected per iteration = 5 

• Population size = 20 

• Number of epochs = 6; the tool is run every 2 hours of simulated time for 12 hours. 

The weather conditions at each epoch are pre-selected before running the simulation. 

The parameters of the tool have been selected discreetly and used the value in order to make 

the process much easier to understand the calculations. Also, the weather currently impacts 

individual nodes, and thus, in some cases, that node becomes inaccessible. This makes any 

transmission path using this node no longer viable. 

We run our tool with the topology shown in Figure 63. This experiment assumes the 

localized poor weather conditions move as time progresses across epochs. At each epoch, the 

current conditions are used to determine the most appropriate path and power setting of each 

node. This can be based on the achievable E2E speed and the RBLm of the various nodes. The 

balance between these is an operator decision that can be factored into the TE algorithm. In 

this particular case, we give preference to the E2E speed.  

According to Section 5.8.11 and at Epoch 3, the bad weather impacts Node 6, and this 

bad weather then travels across the terrain such that it reaches Node 5 at Epoch 4. After this, it 

moves away from the area. We ran the experiment for six epochs with our TE mechanism 

enabled and disabled. In the disabled case, the path configuration chosen in Epoch 1 remains 

fixed for the remainder of the experiment. 

 

Figure 73: Weather Conditions across Different Epochs 
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Conversely, when the TE mechanism is enabled, the configuration is recalculated at 

each epoch based on the current conditions. This means that alternative configurations can be 

selected if they are superior to the current one. The results are presented in Table 43. 

Table 43: E2E Speed Across Multiple Epochs 

 E2E Speed (Mbps) 

Epoch Number Weather TE Disabled TE Active 

1 Clear 2 2 

2 Clear 2 2 

3 Bad (at Node 6) 0 2 

4 Bad (at Node 5) 0 1.12 

5 Clear 2 2 

6 Clear 2 2 

Table 43 shows that when the TE mechanism is enabled, the system is able to cope with 

dynamic weather conditions and manages to maintain a transmission path between the Internet 

point-of-presence (S) and the rural community (D). A visualization of this situation is provided 

in Figure 74. 

 

Figure 74: Comparative Performance with TE Mechanism Enabled/Disabled under Dynamic 

Weather Conditions 

From Figure 74, the red line represents the transmission performance without the TE 

process in place, and the blue one shows with the TE mechanism enabled. The network might 

have lost the connection on Epoch 3 and 4 without TE. While active TE mechanism allows to 

keep network alive shown in blue line. We observe that the E2E speed in Epoch 3 and 4 have 

improved when the TE mechanism is active as the system has adapted to the changing 

conditions. TE has improved significantly to the network availability and performance as well. 

5.9 Discussion 

The primary aim of our research was to develop a tool that can provide a reliable FSO 

transmission system accounting for the changing weather conditions whilst providing 

connectivity to a rural area. The transmission speed of any free-space optical communication 

channel is impacted by weather. For example, [128] provides an analysis of the attenuation of 

an FSO link associated with different weather conditions. Given the dynamic nature of the 
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weather, it is thus highly desirable to have a TE mechanism that can reconfigure the network 

to maintain satisfactory operation. In Section 5.8.1 we show that the TE tool is able to find a 

best possible route to transmit data after considering multiple constraints.  

Although FSO has many desirable features, its biggest drawback is its performance in 

response to various atmospheric effects. This research has created a tool for FSO relay node 

placement [127] in order to provide rural Internet access, taking into account possible 

compromises between E2E speed and path diversity. The network-planning tool considers link 

speed based on different FSO range profiles, along with the E2E Speed and path diversity to 

identify superior path alternatives. The TE tool supports a maintenance of a data flow which 

can be reconfigured in order to keep QoS, in terms of E2E speed as high as possible, or to 

achieve a suitable balanced compromise taking into account the residual battery life of relay 

nodes. Furthermore, as the tool is typically capable of finding (near)optimal solutions within 

several minutes, it can be run periodically in order to allow the network to be reconfigured 

according to changing weather conditions, to ensure availability where possible. 

The execution time of the tool on a 2.8 GHz Intel Core™ i7 based laptop is the order 

of tens of seconds for a typical scenario with several relay nodes between the source and 

destination access points. This is fast enough to be responsive to changing weather conditions. 

However, for more complex scenarios with many paths and power settings a reasonable 

solution is to further restrict the number of generations in the search process. This is acceptable 

as we observe that good solutions are typically identified quickly. 

There are number of researchers addressed different types of network issues. An SDN 

controller also can be used for TE to improve network utilization and reduce packet loss and 

delay when the entire network consists of OpenFlow and traditional networks together [129]. 

Dekker and Colbert [130] investigate the robustness of network topologies using graph-

theoretic concepts by assessing robustness according to the traffic levels induced in the network 

by node failures. However, our TE tool has designed to eliminate the rural broadband drawback 

such as weather factors. The output from Section 5.2 and 5.8.1 shows that this research has 

provided robust optimal solutions to rural problem.  

One of the key factors in rural broadband is weather. Our tool has considered the 

weather factor and provided solutions for this problem. However, further research can be 

conducted as explained on Chapter 6. Figure 74 shows that our tool is able to keep network 

alive despite weather impacting the relay nodes.   
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Chapter 6. Conclusions and Future Work 

Broadband connections have become indispensable for accessing healthcare, advancing 

education, improving agriculture, and growing small businesses. Urban areas have become 

accustomed to ongoing capital investment to expand capacity in regions with broadband 

coverage. The time has come to extend this coverage to the rural areas that currently lack it 

entirely. The primary motivation for this research is to explore and facilitate the rollout of 

backbone infrastructure for rural areas. Most of these rural populations reside in economically 

backward and geographically isolated communities. This research has developed a tool that 

can reach these rural communities and provide them with high-speed Internet services by 

deploying a network planning tool for relay node deployment. This network planning tool will 

ensure the provision of high-speed Internet infrastructure to these rural communities.  

Initially, the research has created a tool for FSO-based relay node placement in order 

to provide rural Internet access taking into account possible compromises between end-to-end 

speed and path diversity. The network-planning tool can accommodate obstacles and different 

FSO range profiles. Although FSO has many desirable features, its biggest drawback is its 

performance in response to various atmospheric effects. Therefore, our research has addressed 

the issue of using traffic engineering mechanisms that can offset these effects in order to 

maintain availability. This introduces further trade-offs in terms of transmission power, end-

to-end speed, energy drain and the use of diverse paths. 

In terms of network planning tools, they can cover a wide range of platform systems 

and applications-oriented to the industry. The market for commercial planning tools is aimed 

at providing a complete set of solutions to design and analyse networks [131] [132] [133]. 

Another network planning tool that is capable of meeting industrial requirements is introduced 

in [83]. These are designed for commercial use and are not open source. In comparison, the 

tools presented in this thesis are based on optimisation techniques that are described in detail 

and provide considerable scope for enhancement. 

This network planning tool is currently confined to the placement of FSO nodes given 

various performance constraints and a specific topology. It can create a topological diagram 

and place nodes such as to avoid obstructions whilst ensuring suitable compromises between 

diversity, and hence resilience, and communication speed. Parameters such as the number of 

nodes used, their power consumption and anticipated weather conditions have been used to 

specify suitable node locations. However, this work could be readily extended to include other 

technologies such as different forms of radio wireless, allowing for hybrid network 

architectures to be created. 

One possible future work is integrating the network planning tool the Geographical 

Information System (GIS) to import real-world data. This information could provide an insight 

into what technologies might be best suited to specific geographical areas taking into account 

the exact location of hills, their elevation etc. More work could also be done on including 

CapEx and OpEx data into the tool, so the financial impact of different solutions could be 

explored. 
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A TE has been designed, implemented and evaluated to provide energy-efficient 

configurations coupled with the best E2E speed whilst preserving battery life. The energy 

consumption of nodes could become one of the internet’s dominant energy factors as more 

reliance is placed on combinations of renewable energy sources with battery storage. This 

research takes a fresh look at the traffic engineering mechanism for rural broadband from 

energy awareness whilst achieving good E2E speed. Our TE tool has improved the reliability 

of the network and enhanced the survivability of the network against failures, typically 

resulting from adverse weather. The TE has improved the network availability in a significant 

way and using the right technique, and the availability improves to keep the network alive as 

long as there is an alternative path. 

Both in terms of the network planning tool and traffic engineering, optimization is 

achieved firstly through genetic algorithms. These limit the tools to finding one solution at a 

time, where multiple factors have to be combined into a weighted fitness function. As such, the 

result is a restricted view of what is possible. We, therefore, devote much research to the design 

and implementation of multi-objective genetic mechanisms, where conflicting objectives can 

be considered and a set of solutions presented that show a range of (near) optimal compromises. 

This allows the operator to make more informed choices. We also take into account temporal 

changes in the system due to weather effects or other factors that can impair the operation of 

relay nodes and provide a means of identifying suitable alternatives. 

MOEA has been used to design and implement a network planning tool that considered two 

significant objectives to allow this tool to provide high-speed broadband access for rural 

people. Diverse relay node placement and end-to-end speed are the objectives that ensure a 

workable tool is created. However, the use of an MOEA allows other objectives to be taken 

into consideration. In [134] a tool called IncrEase is described that upgrades the current mobile 

tower. Despite attempting to support rural broadband, it does not consider aspects such as 

weather, terrain, or bitrate. Our MOEA obtains a set of Pareto optimal non-dominated solutions 

where none of the objective function values can be improved without degrading other objective 

function values. It is relatively straightforward to add objectives such as financial cost. Our 

research also could provide the ability to consider a selection of heterogeneous network 

technologies. This would allow the rural network to comprise both line-of-sight and wireless 

communication channels, which may permit a more effective solution to be found considering 

all trade-offs. Different types of FSO and even hybrid technologies could be supported, such 

as Li-Fi [3], Hybrid FSO/RF [135] etc. 

Our research has been extended to design a traffic engineering system to operate over the 

deployed infrastructure. This tool is designed to maintain services over the network despite 

changes in operating conditions. Software-Defined Networking (SDN) is an emerging network 

architecture where network control is decoupled from forwarding and is directly programmable 

[136]. Although SDN is not used in our work at this time, our TE mechanism could be 

integrated into an SDN enabled network, allowing for automated reconfiguration of the system 

based on changing conditions and operator preferences. 

In Figure 75, an SDN-enabled reference network is illustrated.  A new framework would 

show how SDN would be used to monitor and manage a rural Internet infrastructure with our 
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TE mechanism at the heart of the management system. Weather, link BER and RBLm could 

be sent to the control node from the various relay locations and the network then configured to 

provide the consumer bitrate most efficiently in terms of the path and power settings. 

Furthermore, if an outage arises, the system could quickly provide an alternative pathway, 

should one exist and so restore the service. 

 

Figure 75: SDN Controlled Network Infrastructure 

Another element of the research is the transmission of control messages between nodes. 

The current TE tool has an assumption of transmitting network management information. We 

assume that control messages are transmitted between relay nodes. This research can be 

extended to build a system where the network management information will communicate 

efficiently and with the right technology. 

The current tool concentrates on the impact of weather, and this has been categorised into 

three different conditions: Clear, Light and Bad. We do not focus on specific atmospheric 

effects but use a set of range profiles to derate the link speed based on the magnitude of the 

impairment. However, a more precise system could be considered, taking into account Signal 

to Noise Ratio (SNR), Bit Error Rate (BER) and Pointing Error (PE) [137] [138] [139] etc., on 

optical networks. Indeed, a number of studies [140] [141] [142] [143] [144] have examined the 

atmospheric effect on Free-space Optical communication. Our research does not model 

atmospheric effects, but our tool could utilise additional information to represent these 

phenomena and respond more precisely. Furthermore, the line of sight (LOS) modelling in the 

tool represents the “world” as a two-dimensional grid with the ability to include obstacles. This 

representation could be enhanced to consider elevation, too. 

The TE tool could be extended with some performance estimate-based techniques on the 

effective transmission bitrate. These techniques include adjustable Forward Error Correction 

(FEC) [145], adjustable power and multipath error amelioration. These techniques could be 

used to address specific optical communication problems in order to achieve higher 
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transmission bitrates. Our tool could be extended to consider these techniques according to the 

problem description.  

Another aspect worth pursuing is the introduction of hysteresis, such that changes to the 

path are only implemented when there is sufficient justification. This would ensure route 

flapping is suppressed. Also, the MOEA-based TE tool currently presents a Pareto set of 

possible solutions. It is left to the operator to select the most suitable one. Going forward, it 

would be possible to integrate fuzzy logic decision-making into selecting the preferred solution 

(chromosome) based on the changing conditions. This would be a relatively straightforward 

means of taking into account various preferences and aspects of the situation in order to make 

decisions without the need for human involvement. 

 Finally, this research has given a good solution and possibility of providing high-speed 

broadband to a rural community. A defined and tested technology, FSO has chosen in this 

research and the viability of FSO is high regards as this technology is low cost and optics 

omitted transmission, where physical digging isn’t necessary and suitable for remote rural 

areas. Both NP and TE tools have been designed to eliminate any technology drawback. The 

NP tool is designed to determine the deployment of relay nodes appropriately to provide 

broadband access while considering a set of rural topographical constraints. Therefore, the TE 

tool has considered redirecting the traffic flows across the access infrastructure in order to meet 

varying needs. This tool also considered and provided a solution for one of the major rural 

drawbacks, weather. TE tool has been able to find a solution for weather situations which is 

very common in rural areas. Lastly, both tools together can provide a fair and good broadband 

solution for rural communities where they can enjoy high-speed broadband.   
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